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Abstract

This work was motivated by the increasing need for acoustic localization systems. The various
localization systems that were implemented during this PhD include localization of snow avalanches,
artillery and supersonic aircraft in the infrasound domain, the localization of helicopters, civilian
aircraft, speakers and auditorium reflections in the audio domain and the localization of chirps in the

underwater ultrasound domain.

The “goniometer” is defined as an instrument that measures angles. An “acoustic goniometer” is
therefore a system that measures the direction of arrival (DOA) of sounds, and thus estimates the
source direction. A goniometer is made up of an antenna, composed of several sensors arranged in a

particular geometry, and a calculation algorithm.

The successive implementations were designed around a common framework, based on a two-step
spatio-temporal process. The temporal step tackles the problem of the Time Delay Estimation along
the antenna baselines, whereas the second step introduces the antenna geometry, in order to estimate
the Direction of Arrival per se. The multi-sources case, as well as the outlier’s rejection, is assured by a
detection module, which uses the temporal and spatial properties of the propagation model. The
performances of the TDE and the localization are studied as a function of every relevant parameter, in
order to determine the optimal antenna to run the two-step process. The antenna design rules concern

its geometry, its size and its orientation.

The results presented in the applications chapter give a realistic idea of the goniometry capacities. Its
performances are largely competitive to those of other techniques. Up to now, the goniometry
developed during this work, fulfilled all prior requirements. Moreover, the goniometry appeared to
be, in many cases, in advance with regards to technological tools such as the sound pick-up, the CPU

implementation or installation constraints.

The advice that could be given, when tackling a new antenna design, is firstly to visualize both spatial
and temporal properties of the propagating waves and of the perturbating phenomena, and secondly

to compare them to the goniometer characteristics.

This work has demonstrated that the best performances were achieved for the goniometry of a unique
stationary compact source generating broadband low pass signals in a homogenous medium without

wind and noise, performed with a wide symmetrical broad-side antenna.






Version abrégée

La demande croissante en systémes de localisation acoustique est la motivation premiére de ce travail
Le large éventail de systemes de localisation qui ont été réalisés durant la these, a permis de mener a
bien la localisation d’avalanches, de tirs d’artillerie et d’avions supersoniques dans le domaine
infrasonore, la localisation d’hélicopteres, d’avions civils, de locuteurs et de réflexions dans le

domaine audio et enfin la localisation de rampes en fréquence dans le domaine aquatique ultrasonore.

Le « goniometre » est un instrument qui mesure les angles. Par extension, un « goniometre acoustique »
est un systéme qui mesure la direction d'arrivée (DOA) des sons, et estime ainsi la direction de source.
Le goniometre se compose d'une antenne, constituée de plusieurs capteurs disposés dans une

géométrie donnée, et d'un algorithme de calcul.

Les réalisations successives ont été développées autour d’un support commun, basé sur un processus
spatio-temporel implémenté en deux étapes. L'étape temporelle traite le probleme de I'estimation des
différences de temps de propagation entre capteurs, tandis que la deuxiéme étape estime la direction
d'arrivée en utilisant les propriétés spatiales de I’antenne. Un module de détection permet de gérer
plusieurs sources en méme temps, ainsi que de rejeter les observations aberrantes. Il utilise pour cela

les propriétés temporelles et spatiales de I’antenne ainsi que du modéle de propagation.

Les performances de l'estimation des délais et de la localisation sont étudiées en fonction de chacun
des parametres significatifs, afin de déterminer I'antenne optimale couplée a I'algorithme proposé. Les

régles de conception de 'antenne concernent sa géométrie, sa taille et son orientation.

Les résultats présentés dans le chapitre des applications donnent une idée réaliste des capacités de la
goniométrie. Ses performances sont tres concurrentielles par rapport aux autres techniques. Jusqu'ici,

les goniometres, développés pendant ce travail, ont toujours rempli leurs cahiers des charges.

Dans bien des cas, il est apparu que la goniométrie était en avance sur les autres technologies qui
l'accompagnent, telles que la prise de son et l'implémentation des algorithmes et par rapport aux

contraintes d'installation.

La démarche a suivre lors de la conception d'une nouvelle antenne, consiste premiérement, a bien
visualiser les propriétés spatiales et temporelles des ondes de propagation et des perturbations, et

deuxiémement, de les comparer aux caractéristiques du goniometre.

Ce travail a démontré que la goniométrie offrait des performances optimales dans le cas de la
localisation d’une seule source compacte, immobile, émettant des sons passe-bas large-bandes, dans
un milieu homogéne, sans bruit ni vent, au moyen d’une antenne symétrique, de grande dimension et

orientée en configuration Broad-side.
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Chapter 1
Introduction

1.1  Formulation of the problem

This work was motivated by the increasing need for acoustic localization systems. The various
localization systems that were implemented during this PhD include localization of snow avalanches,
artillery and supersonic aircraft in the infrasound domain, the localization of helicopters, civilian
aircraft, speakers and hall reflections in the audio domain and the localization of chirps in the

underwater ultrasound domain.

The “goniometer” is defined as an instrument that measures angles. An “acoustic goniometer” is
therefore a system that measures the direction of arrival (DOA) of a sound wave, and thus estimates

the source direction.

An acoustic goniometer is made up of an array of microphones, called antenna, arranged in a
particular geometry, and a calculation algorithm. According to the classical definitions, active
goniometry is used when the signal source is under control, while passive goniometry refers to the
localization of unknown sources called noise sources. The basic goniometer design is established
according to the application and adaptation of the Radar and Sonar techniques that have been
extensively developed during the last century. Although Radar refers to electromagnetic waves and
Sonar to the underwater acoustic equivalent, both deals with the problem of echo detection and

estimation of the directions of arrival of signals impinging on an array of sensors.

However, the diversity of the applications implies specific designs. The operational context
summarizes the relevant properties necessary to complete the goniometer design. For example, the
medium is characterized by its acoustic properties and background noise, and the sound source is

defined by its signal properties: type, spectrum and level. The distance separating the source from the



antenna (source range) relative to the antenna extension determines the propagation properties to
consider: planar propagation for far sources, spherical propagation for close sources. If the source is

inside the antenna, another approach is considered (referred to as Distributed Array).

When the acoustic source is moving, many aspects have to be considered: the analysis rate and the
analysis window length can represent critical choices for reasonable source position updating. The
configuration can involve one or several sources. The propagation can introduce multi-path distortion
such as reverberation, which is equivalent to having many delayed replicas of the same acoustic event,

generated in different places in space.

The approach chosen was to develop a basic goniometer that could handle each application. This
simple starting point is then enhanced to obtain the most efficient localization system in relation to a

given application.

The goal of this section is to give an overview of the different techniques that have been developed for
source localization. Early systems were based on the conventional Delay & Sum beamforming
algorithm, enhancements were introduced by the Filter & Sum algorithm, and finally by the Optimum
beamforming. Then Sub-Spaced direction finding methods were introduced as Super-Resolution
techniques. After the description of the advantages and limitations of the different methods, a two-
step localization approach will be proposed in relation to the applications considered. A full

description of the methods presented in section 1.2 can be found in the books [51] [55], [58] and [110].

1.2 Background

121 Beamforming techniques

The term beamforming is used to describe the ability of a system to perform a spatial filtering by
“forming beams” in order to receive a signal radiating from a specific direction while attenuating
signals from other locations. The basic idea is to “steer” the arrav in one direction and to calculate the
output power. The steering locations, which result in maximum power, vield the DOA estimate. The
pencil beam is obtained by forming a linear combination of the sensor outputs. The beamformer

output y, function of the steering direction 6, is the weighted sum of the sensor output x,,

yolk1= w,(60)-x,[k] Eq11

m=|
where M is the sensor number, w,, is the complex weighting and k refers to the time index of the
sampled signal. The overall block diagram of the beamformer is presented in Figure 1.1. Considering a
source far from the array, the wave fronts are perpendicular to the direction of propagation referenced

by the angle 6 Under this condition, the time delay of arrival between the sensors is a simple equation



relating the angle 6, the inter-element distance d and the speed of sound ¢. A fter being picked up and

conditioned, the signals are dig

¥
o

itized and introduced into the beamforming algorithm.
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Figure 1.1 : Filter & Sum beamformer

In the basic case of a Uniform Linear Array (ULA) represented in Figure 12 (3-D space), the

focalization in the direction 8 is obtained by introducing the beamformer weightings

Jlm- /i)mf{sin({})
¢

w(ﬁ):aﬁ

m b

m e%l”M] Eq1.2

where the complex weight appears as a phase term multiplied by the amplitude weights a,. T he
sensor outputs are thus delayed in such a way that the signals impinging from the focalization
direction given by @ are summed constructively (signals in phase) although the components coming
from other directions are summed destructively (statically random phase). In the Delay & Sum
algorithm, the amplitude weights are set to unity, while in the Filter & Sum algorithm, the weights are
chosen to enhance the beamshape and reduce sidelobe levels. For example, the Dolph-Tchebyshev

weighting forces the maximum level of the sidelobe as presented in Figure 1.5

In order to increase the spatial filtering performances, the “Optimum beamformer” takes advantage
of u priori information. According to the minimization cost function, the weighting vector is based on
the reference signal (when the desired signal is known), on the SNR (when both signal and noise are
known). If the locations of competing sources are known, a Multiple Sidelobe Canceller (M5C) is

implemented to eliminate the unwanted contributions

The “Adaptive beamforming” arrays uses weight vector adaptation algorithms such as the Least

Mean Square (IMS) or the Recursive Mean Square (RLS) to converge on the optimal weight vector.

These techniques are useful when there are a few discrete noise source directions that account tor the

acoustic interference.

it
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The “Matched Field beamforming” takes into account the spatial inhomogeneities and medium’s
variation inducing each sensor to pick up different propagation directions and speed. The beamformer
matches the measured field at the array, with replicas of the expected field for all sources locations.

The veplicas are determined by modeling the acoustic propagation for each sensor.

The general philosophy of beamforming techniques is to scan the space with an adequate spatial
filtering in order to build the beamformer output map and to determine the DOA corresponding to its
maxima. This processing is CPU costly and yields useless information in many applications. Another
inconvenience is that the beamformers require array sizes that are comparable to the acoustic
wavelength, as the method intrinsically implies a narrow band approach. These fechniques are thus
not adapted for large band signals (maximum band = 1 octave). Reasonable spatial resolution, related
to the array aperture, is obtained to the detriment of the number of sensors. Solutions with hundreds
of sensors are common. Yet, the advantages of the beamformer are that the theory is well known

(extensive literature) and that dedicated D5Ps can be found.

1.2.2  Subspace-based method direction finding

A second approach deals with the Subspace-based direction finding methods. These high-resolution

&

methods are based on the calculation of the spatial covariance matrix given by

R=> " (k)" (k)/K Eq13

where ¥is the spatial sipnal vector composed of the samples recorded at the M sensors, k is the index
|2 5

of the snapshot and K is the number of snapshot considered. In the case of the minimum variance

5 the array output power

optimization algorithm, the principle is to find the DOA (4,6} that maximiz



1
‘va (¢>9) - aH (¢,0)'R_l a(¢,9) Eq 1.4

where 4 is the steering vector. This second order Statistics-Based method is purely spatial. Results are
updated for each new sample. The signal to noise ratio is improved by performing a mean on the K

snapshots of the frame. An initial estimation of the number of sources present is required.

Distinction is made between signal Sub-Space methods (Minimum Variance, Autoregressive,
Subspace fitting, ESPRIT) and noise Sub-Space methods (Pisarenko, Music , Eigenvector). The main
advantage of the subspace methods is the resolution. The drawbacks are those of a spatial approach.
The spatial covariance matrix is calculated on a snapshot of the acoustic field at the array, thus the
sensor number is critical to extract the information and to cover the working frequency band. The
minimization of the array output power requires a 2D scanning in the case of a unique source. In a
multi-sources configuration, the dimension of the space to scan is multiplied by the a priori number of

sources increasing drastically the CPU load.

1.3 A two-step approach

The motivation to study and develop a spatio-temporal approach is driven by the need to overcome
the drawbacks of the previous method. The spatio-temporal process is carried out by a two-step

procedure as presented in Figure 1.4.

P:t’a';pza-"PM E:Z',} k

Figure 1.4 : Two-step procedure

The first step considers the estimation of time delay between the sensors taken two by two. The delays
calculated for the appropriate N, baselines (sensor pairs) feed the localization algorithm, which
determines the best DOA. The multi-sources configuration is handled by a recombination module,
which reorganizes the delays along each baseline into N, delay vector [N x 1] corresponding to each
source. The time delay estimation is a temporal process as it is based on the generalized cross-
correlation techniques. On the other hand, the localization module introduces the antenna geometry

and size, the speed of sound and is a spatial process.



The first advantage of this method is that the temporal process allows handling broadband signals.
Secondly, it will be shown that four sensors forming three baselines are sufficient to manage the
localization. Furthermore, computations are restricted to the minimum, as the sources scan is achieved

by a one-dimension peak-picking procedure on the N, baselines.

The time delay estimation study takes advantage of recent developments. G. C. Carter has edited “a
collection of key contributions ... in this fast-moving field” [17] which regroups articles covering most
aspects of the TDE. The methods considered can be classified as classical methods, generalized
methods (Roth, SCOT, PHAT, ML, CPSP), adaptive methods (LMS), and Higher-Order Statistics-
Based methods (Bi-spectrum, Cross-cumulants, Hologram). The classical and generalized methods

were chosen and will be described in Chapter 2.

The Least Mean Square (LMS) adaptive method consists in calculating a Finite Impulse Response filter
that automatically adapts its coefficients to minimize the mean square difference between two inputs.
The FIR filter introduces a delay opposite to that existing between the two inputs. In the ideal
situation, the filter weight corresponding to the true delay would be unity and all the other weights

would be zero [83]. This adaptive method was rejected because of updating constraints and CPU load.

The Higher-Order Statistics-Based methods are based on the hypothesis that the signals are non-
Gaussian processes. The principle is that even Order cumulant of Gaussian noise vanish. Higher-
Order Statistics-Based methods (the cross-correlation function is a second-order method) were
implemented in the MATLAB toolbox HOSA. Yet, the frame length required is prohibitive for most of
the applications.

The localization of close range sources is commonly performed by a hyperbolic fit algorithm.
Successive iterations in a least mean squares gradient descent search converges to the best DOA
([70],[92]). In [7], Brandstein solves the far-field case by searching the DOA that minimizes the
distance between the measured delays set and the delays set corresponding to the investigated DOA.
The proposed method is based on a closed-form solution, which consists in multiplying the delay
vector by the inverse of the relative position matrix and by the speed of sound. The inherent far-field

assumption is then discussed in terms of localization errors (section 3.3).

The objective of Chapter 3 is to estimate the performances of the two-step localization procedure. The
qualities and inconveniencies of the method will be highlighted by listing every relevant parameters
of the goniometry and by studying their influence on the performances. The Chapter 4 gives rules for
the antenna design, by drawing the lesson from the performance study, in order to build the most
adequate antenna in relation with the method. In Chapter 5, the various applications, which were
tackled during this work, will be presented with the care to emphasize the specificities of each

configuration.



2.1  Propagation model

As a first approach, the propagation model considers free field conditions where the source is reduced

to a perfect point far from the observation location. These hypotheses are expressed by

E, &Kr
s Eq 2.1

where es is the source extension and r the range defined as the distance separating the source from the

observation location.

D1 ‘.éi
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Figure 2.1 : Propagation model

For a propagating wave of constant frequency, the complex acoustic pressure waveform function

p(ifm), observed at the sensor m, can be expressed as the source pressure p, (defined at 1 m) divided

by the range and multiplied by a propagation term ([51],[75]).
b g i y a propag A 1491
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where 7, is the range from the source, and k is the wavenumber. The equation Eq 2.2 can be
interpreted as a spherical wave propagating outwards from the source (origin) calculated at a distance

vu Using the relationship k’=a7/c?, the propagation term can be simplified to

p(}” ) N {}1 o /’(J,?(f;”/‘(,‘) EQ 2.3

sl

7
i

where @ is the wave temporal pulsation. The signal wavelength A is related to the spatial-pulsation
(wavenumber) by A=2z/|k|. Moreover, if the goniometer extension is sufficiently small in
comparison with the source range, it can be assumed that the attenuation coefficient is constant across

the antenna, inducing

2
plr) = e Fa 24
,
The pressures observed by the different antenna sensors differ only by their phase term. The sensor
signals are reduced to a copy of the source signal, delayed by their respective propagation time. Yet,
as all future developments will be performed in the time domain, the temporal counterpart of the
previous equation will be preferred. The acoustic pressure signal p,(f) measured at the sensor m is the

replica of the source signal py(f) delayed by the propagation time z,=r,/c.

Eq 25

To simplify notation, the next section introduces the signal s(t) which is defined as the acoustic

pressure signal generated at the source location.

2.2  Antenna

The sensor array can monitor the propagation waves by spatially sampling the wave field in different
locations. Assuming the results of the previous section, the following case is considered: a perfect

point source 5 emits an acoustic signal s(f), as shown in Figure 2.2, and a remote sensor array

(microphones or hydrophones) captures the impinging signal after a propagation time z,. This delay

corresponds to the distance r; from the source to the sensor i, divided by the speed of sound ¢. The
signal xi(f) recorded can be modeled as the replica of the source signal delayed by the propagation 7,

attenuated by a factor ¢ and contaminated by the noise component (). The expression is given for

the sensor pair 17 by



X, (Z\} =8 {1 'Z”XEE -y (f}

/ kN
Eq 2.6
o (t)y=a, s(t—71,)+n(1)
The amplitude factor ¢ takes into account the 1/# attenuation due to geomefrical propagation, as

predicted in Fq 2.4 (ideal case) and considers also the propagation loss due to medium absorption.
The noise term refers to any component signal that is not generated by the source being considered. It

can be separated into the sum of three terms

n(t)=n, (£)+n.(t)+n.(t) Eq 2.7

where 1(t) is the background noise, nc(f) is the interfering noise due to competing sources and np(t) is
“reflected” noise due to the arrival of indirect sounds. The first term corresponds fo an incoherent
noise (no spatial correlation), it can be produced by electronic noise or induced wind noise and can be
statistically attenuated by adequate processing. The last two terms require due care to be taken

because they generate coherent signals at the array sensors.

The difference of propagation time between the sensors 1 and 2 is defined by

T, = Eq 2.8

Source Wave front Target
) Source

Sensors

pair
S :
N fy ] N i,
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Figure 2.2 : Propagation model of the spurce Figure 2.3 : Noise components

wave - 2 sensors configuration

antenna design, as well as the microphone choice or conception will be discussed in Chapter 4. As

1

a first approach, the transducers are supposed to present flat responses over the bandwidth, to be
paired in phase, to present perfectly omnidirectional directivity diagrams and to be sufficiently small

with regard to the wavelength so as to avoid modifying the wave feld.



2.3 Conditioning module

As the goniometry is carried out by calculating the TDOA between sensors, special care has to be

taken with the phase when acquiring the signals. The different channels have to be paired in phase.
Although amplitude disparities of a few dB do not have important consequences on the TDE, a

difference of a few degrees in phase can cause DOA estimation errors of a few degrees.

The microphones will be chosen for their phase properties and their pairing. A flat amplitude
response foreshadows phase responses without accidents. Smooth evolution of the phase will thus be

preferred.

The amplification step is designed to bring the signal level up to the dynamic range of the A/D
converter. In principle, the phase disparities between channels are an order of magnifude below those
introduced by the microphones. Nevertheless, saturation can induce non-linearity and serious
degradation in the goniometry. Indeed, the time delay estimation process is very sensitive to the

coherence between the signals.

As well as the role of anti-aliasing filter, the filtering step is used to enhance the signal SNR. A priori
information enables us to design a filter that attenuates the low SNR frequency bands. For example, a
high pass filter will be used to reduce 1/f noise (f345 = 20 Hz for audio applications). The signal level is
thus reduced and the A/D dynamic range is adequately used to quantify highly relevant frequency
band. Elliptic low-pass filters (8th Order, f3u = 0.45 Fs) are widely used as anti-aliasing filters [58]. The
phase disparities of the filters are mainly related to the precision of the electronic components and

their drift with temperature.

The analog to digital conversion is performed either by multiple sigma/delta converters,
synchronized by a single clock or by a unique high-speed converter with a multiplexer. Although the
sigma/delta introduces a delay (approximately a fixed number of samples), the pairing is maintained
when identical devices are used. To the contrary, the multiplexed converter induces a delay between
channels as a unique converter processes the channels sequentially. This delay, called skew, can be

compensated by software.

According to the frequency domain being considered, different technologies are involved.
Professional audio (ADAT, Studer, Sonosax, Sony) , semi-professional (Frontier Design, RME, Turtle

Beach) , data acquisition board (National Instrument) and home-made technologies were used to

perform the conditioning. Au contraire

13



2.4 Time delay estimators

24.1 Classical Cross-correlation

A common method to determine the TDOA is to compute as a function of the delay 7, the cross-

correlation function given by?

R, (7)= E[ x(t)x, (t-7) |= Qxl (t)x,(t—7) dt Eq2.9

where E[] denotes the expectation. The cross-correlation exhibits, for a given delay of propagation,
how well the waveform x:(f) fits to x2(t-7). Thus, the delay that maximizes the cross-correlation

corresponds to the expected TDOA 7.

In practice, the Time-domain cross-correlation function is computed from the cross-spectral density

function using the inverse Fourier transform by the Wiener-Khintchine equality

R.(0)=[ Gp(f)e ar Eq 2.10

where Gu2(f) is the Cross-Power Spectral Density function (CSD). However, due to the finite

observation time, Eq 2.10 can only be estimated for a given temporal window and becomes

~ 1 1

Rlz(r)z—T—L x ()%, (1-7) dt Eq211
where T is the observation time and the (") superscript indicates an estimate. The value of T depends
on the application. For example, in the presence of moving sources, the observation time will be
chosen in such a way that the source has not moved “too much”, so that the hypothesis of a stationary

process is satisfied. In such a case (still sources, constant propagation conditions), long sequences can

be handled with respect to the hardware constraints (memory, refreshing rate).

Yet, the integration over a finite observation time has an undesirable effect: the cross-correlation
presents a bias with the delay. Considering the sensor pair output 12, the finite length signals x®(t)
i=1,2 can be written as the multiplication of the signal x,(f) by the rectangular weighting windows

wr(t), the length of which corresponds to the desired observation time T

x ()= x, (1) we (1) x; (1) =x, (1) - wy (1) Eq 212

where x#(1) is the windowed version of x;(t). Thus the finite length estimation of the cross-correlation

can be written as

! In the interest of clarity, the correlation formulation will be written in the continuous domain
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Ry(7) = E[xy () x3(t-7)]
:E[xl(t)WR(t)xz(t_T)WR(t_T)] Eq2.13
:E['xl(t) xz(t—T)]'E[WR(t) WR(f—T)] .
=R, (7)-R,,(7)

where Run(7) is the auto-correlation function of the rectangular window and is a triangular window
centered at 7=0 . As Ruw is a function of 7, the finite length cross-correlation is biased. As expressed in
Eq 2.13, the unbiased cross-correlation can be obtained by dividing the finite length cross-correlation
by the window auto-correlation function. To explicit this relation, Figure 2.4 presents the case of two
signals weighted by a 50 ms length rectangular window. The signal x2(#) is a Gaussian zero-mean
white noise and x:(t) is chosen as the sum of two replica of x:(1) delayed of 5 and 30 ms respectively. In
the top-right graphic, the biased cross-correlation exhibits two peaks of different energies. The
window auto-correlation function represented by the triangular function can be seen as an envelope of
the biased cross-correlation. When normalized by the triangular function, the amplitudes of the two

cross-correlation peaks are equal as expected.
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Figure 2.4 : Gaussian zero-mean white noises x; and Figure 2.5 : Biased cross-correlation Ry, and
x2 weighted by a 50 ms rectangular window Normalized auto-correlation function of the
(centered at t=50 ms) rectangular window; Unbiased cross-correlation

In practice, the CSD function is estimated from the calculation of the spectra Xi(f) and Xo(f) through
the Fourier Transform applied to windowed segment of x:(#) and x2(t) and is defined by

Go (f) = X, (£)-X.(f) wih (1) e L) Eq214
« X

In order to understand how the delay information is extracted from the signals through successive
calculations, the following simulation was performed. A Gaussian white noise signal was generated
and low-pass filtered (Butterworth, 2nd order) to simulate the source emission. After duplication of

this signal, the copy is delayed by 10 samples to simulate a TDOA of 1ms (Fs = 10 kHz) between the
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two sensors. Then, the signals are corrupted by two different white noises to simulate additive
incoherent noise according to the model presented in section 2.2. The amplitude of each contribution
is chosen to obtain a SNR of 10dB. Figure 2.6 (top) exhibits the Power Spectrum Density of each
component. Two SNR regions are observed: below 2500 Hz, the SNR is positive and it becomes
negative above 2500 Hz. Figure 2.7 presents the Cross-Power Spectral Density function. The
amplitude informs us on the frequency bands of “coherent” energy between the two sensor signals.
High CSD frequency bands are related to propagation across the antenna, as observed in the phase
plot. Indeed, below 2.5 kHz, an almost linear behavior is observed. The delay can be directly obtained
by calculating the “best” slope. In reality, a phase rotation (¢P=2n) is accomplished between 500 and
1500 Hz (dew=27-103), so that the TDOA is equal to dF/dw =1 ms, as confirmed by the cross-correlation.
As the frequency increases, the SNR decreases and the phase linearity is degraded. Beyond 2.5 kHz,

the SNR is so low that the phase becomes erratic.
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Figure 2.6 : Top - PSD of the different components; Figure 2.7 : Amplitude and phase of the cross-
Below — Normalized cross-correlation Power Spectral Density function

2.4.2 Generalized Cross-correlation

Generic formulation

To ensure a good time-delay resolution of the peak associated with the target source, the cross-
correlation function can be “enhanced” by prefiltering the received waveforms. These techniques are
included in the Generalized Cross-correlation methods [54]. In the time domain, prefiltering refers to

the filtering of the input signal prior to delay, multiplication and integration. In the Fourier domain,
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prefiltering is equivalent to applying a window or a weighting function to the CSD function. This

leads to the generalized cross-correlation function, which is given by

Ry, (7) = _[; vV, (f) Gy, (f) e df Eq 2.15

where ¥, denotes an appropriately selected weighting function.

The estimated form is rewritten

Iél?_ (T) = [:o v, (f)él2 (f) e df Eq2.16

For the basic cross-correlation processor (no prefiltering), the weighting function is equal to unity for all

frequencies.

SCOT transform
The smoothed coherence transform (SCOT) uses the weighting

1
vilf)= NERGER) Ha 217

where Gi1(f) and Gz(f) denote the power spectra of xi(t) and xx(t) respectively. The SCOT correlator
can be interpreted as two pre-whitening filters and corresponds to the Fourier transform of the
complex coherence. The signal spectrum term tends to de-emphasise very strong components such as
tonals in broadband signals. Indeed, in the presence of strong tonals in x1(f) and x(t), the cross-power
density spectrum Gr2(f) exhibit Dirac function at the relevant frequencies and the normalization of
these components by the power spectra reduces their weights. From the simulation presented in
section 2.4.1, a sinus (f = 250 Hz) is added to the source signal. The classical cross-correlation exhibits a
hazardous periodic behavior, the period of which corresponds to the pure tone (Figure 2.8). The
induced ambiguities can cause an erroneous peak picking. In the same configuration, the SCOT

correlator performs very well.
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Delay (ms) Delay (ms)

Figure 2.8 : Classical cross-correlation (Left) - SCOT correlator in the presence of a strong tonal (f=250 Hz)

Replacing Eq 2.17 in Eq 2.16, it appears that the SCOT correlator is the Fourier Transform of an

estimation of the coherence function
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)= [ 7u(f) e’ df Eq2.18

> G, (f)
JG(

where RIS2 is the SCOT correlation estimator and ji; represents the complex coherence function.

Eq 2.19

PHAT transform - CPSP correlator
The Phase transform processor (PHAT) uses only the cross-spectral phase information for the Time delay

estimation and corresponds to the weighting

1

velf) == Eq 2.20
0 6u(0)] i
The PHAT processor is an ad hoc method, indeed the generalized correlation becomes
P élz (f ) janfr
T)=| ——=—e’""'df Eq 2.21
= Lo :

Under the theoretical assumption of uncorrelated noise signals #;(t) and n:(t), and in the ideal case

Glz (f) =G, (f),it follows that
Rfu(t)= f AR Eq2.22

and the generalized correlation is reduced to the Dirac function centered at the correct delay dp.. It is
worth noting that, contrary to both the classical and SCOT correlator, the PHAT correlator is

independent from the input signal characteristics.

The generalized cross-correlator is estimated by the normalized Cross-Power Spectrum and is known

as the Cross Power Spectrum Phase correlator [67]

f (f) i2rft
RICZ‘PSP £ ] fl ‘Xz fl T df Eq2.23

where * denotes the complex conjugate.

As observed in Figure 2.9, the Phase correlator compensates the decrease in amplitude of the signal
spectrum and presents a Dirac at the true delay as predicted in Eq 2.26. In the same configuration, the

Classical Cross-correlation exhibits a very smooth and vague maximum.

Furthermore, the phase method performs very well when the source signal is white or broadband-
limited, even in the presence of strong tonals. However, this method exhibits erratic behavior when

the CSD is equal to zero in some frequency band (i.e., band limited signals) as the normalized CSD -
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Gi2f) is undefined. Thus normalizing the CSD with its magnitude uniformly in the entire frequency
range introduces artefacts in the cross-correlation and errors in the time delay estimation. Therefore,
this behavior suggests that the phase weighting should be coupled by an extra term to compensate for

the presence or absence of signal power.
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Figure 2.9 : Classical cross-correlation (Left) - CPSP correlation (Right) of a pink
spectrum signal in the presence of white noise (SNR = 10dB)

ML correlator
The Maximum-Likelihood estimator, also called Hannan-Thomson processor, solves the PHAT

drawback by weighting the normalized CSD by a coherence term. The ML weighting is given by

L cu)
Glz(f)[ I_Clz(f)

Eq 2.24

V/ML(f)zl

and provides the maximum-likelihood estimate of the time delay under the assumption of band-
limited random signals corrupted by white noise. The coherence term C/(1-C) applies a greater weight
to the phase in regions of the frequency domain that give near-unity coherence. The coherence term

Ci2 is defined as the magnitude-squared coherence (MSC) and is given by

Clz(f)Elylz(f)lz , 0<C, <1, VY
G,(f) Eq 2.25
N f =

) J Gi(f) Ga())

Frequency bands without signals will present very low coherence and will be greatly attenuated. The

coherence can be seen as a measure of the linear dependence between the two sensor signals [30].
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Figure 2.10 : CPSP correlation (Left) — ML correlation (Right) of a pink spectrum signal in the presence of
white noise (SNR = 10dB) affected by a spectrum gap between 2.5 and 4.5 kHz
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The comparison of the CPSP correlator and the ML correlator (Figure 2.10) displays the benefic effect
of the coherence term to cancel the artefact introduced by the band-limited characteristics of the
signals. Furthermore, the ML correlator is, by definition, the optimum Time Delay Estimator in the
sense that the variance of its estimate reaches the absolute minimum variance (CRLB: Cramer-Rao

Lower Bound) for long observation time. The demonstration can be found in [46].

Modified CPSP correlator
Another solution was presented by Omologo [69]

Rlczpspm ( T) — J:

X] (f)'XZ(f) /27T
AGEAG )p

The basic idea is that frequency bands where the magnitude | X(f)| is higher, will present greater SNR

df Eq2.26

and more relevant information. Therefore, the whitening of the CSD is a partial normalization
obtained by the introduction of p exponent. Setting p to zero produces unnormalized cross-
correlation, while setting p to one produce the classical Cross-Power Spectrum Phase. Efficient values
of p are mainly obtained by experimentation. When the operating SNR is poor and reverberation
significant, p tends to be small. To the contrary, in “anechoic chamber” conditions, a p coefficient close
to unity will emphasize phase information and will induce sharp correlation peaks and accurate TDE.

An initial value of 0.75 is a good compromise.

Although sharp peaks enable precise time delay estimation, they are more sensitive to errors
introduced by finite observation times and low SNR. Thus, the choice of y; is a compromise between

good resolution and stability.

24.3 Correlator implementation

Discrete formulation
The discrete counterpart of the continuous time domain Cross-correlation function (Eq 2.9) is given by
K1
x [k+1]-x,[k+n+1] n20
R,[n]= ; 1 Eq 2.27
R, [-n] n<o0

where xi[k], k=1..K is a finite-length sequence from sensor 1. The time is related to the samples index
by the relation t=k-Fs, =nFs and T=KFs. This formulation does not require any advanced signal
processing functions. Moreover, the calculation can be restricted to an observation time window

corresponding to the spatial window to be covered.

Yet, when the observation time increases, CPU constraints may be predominant as the processing time

grows proportionally to K2. The frequency domain formulation may be preferred
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Ry [n]=Re(F " (F (x[k])-F " (x,[4]))) Eq 2.28

where @ refers to the Fast Fourier Transform and ® -! to the Inverse Fast Fourier Transform. Special
care has to be taken when handling the FFT and IFFT calculation (one sample is truncated due to even

FFT size although the spectrum is symmetrical).

The implementation of the generalized cross-correlation in the frequency domain approach is justified
by the simplicity of the calculation. The different normalizations obtained by a straightforward
division in the frequency domain would require to deconvolve the signals by the appropriate impulse

response.

Sampling frequency and TDE resolution
The temporal resolution of the cross-correlation is defined as the minimum delay separating two

distinct contributions. Theoretically, two sampling periods Ts are sufficient.

The first intuitive way to enhance the resolution of the cross-correlation would be to increase the
sampling frequency. Yet, as no extra information is introduced in the process, the cross-correlation

will only gain in precision but not in resolution.

Thus, the choice of the frequency sampling should only be determined by the signal spectrum.
Referring to Shannon’s sampling theorem (also called cardinal reconstruction formula), all

information is conserved when sampling at Fs =2 fu. (Where fua is the highest frequency of the

signal).

Sub-sample precision
Yet, sub-sample precision is required in many cases to achieve the desired DOA precision. A first
solution is to oversample the cross-correlation function. A second way is to enhance locally the

precision in the vicinity of the maxima by a parabolic interpolation.

The oversampling operation can either be implemented in frequency domain (applied to the cross-
power spectrum function) or in the time domain directly on the cross-correlation. In the frequency
domain, the method consists in multiplying the sampling frequency by the required oversampling
coefficient and to fill the spectrum with zeros up to half the new sampling frequency (zero-padding
procedure). The inverse Fourier transform is applied to the resulting cross-power spectrum in order to
obtain a cross-correlation function, the temporal sampling of which is reduced by the oversampling

factor.

In the time domain, the oversampling is achieved by convoluting the cross-correlation by a SINC
function. As the calculation becomes very tough with increasing oversampling coefficient, a truncated
version of the SINC can be considered. The theoretically infinite length SINC can typically be reduced

to 20 or 30 samples.
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The parabolic interpolation is the easiest and fastest way to achieve the sub-sample precision. For

example, the parabolic fitting by a 3-point interpolation method is given by

=
il
X
!
b
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ha
e

where 1 is the index of the estimated delay, ; is the index (non-integer) of the interpolated delay

The parabolic fit approach was examined by RE. Boucher and J.C. Hassab and has shown to be a
biased estimator of the time delay [6], both bias and variance of the estimate depending on the

location of the delay between the samples and the method used.

Smooth version of the correlator by incoherent processing
When the stationary conditions are fulfilled during several successive cross-correlation windows, a
smoothed version of the correlator can be obtained by filtering (low pass). The new correlator is

calculated as a weighted mean of the precedent cross-correlations as shown in
R, =b(1)- R, +B(2)- Ry +--+b(F)- Ry Eq 2.30

where the exponent corresponds to the temporal index of the frame and F is the num ber of frames
considered. The determination of the weightings is a FIR filter design problem. The result is a SNR
enhancement. This method refers to incoherent processing as it operates on different frames.

Practically, for memory and CPU constraints, a filter length of three is used (ie. b=[0.250.50.25]).

Furthermore, Carter has shown in [17] that for a fixed amount of data, there is a trade-off between the
frame length and number of independent segments available. The so-called “Weighted Overlap
Segment Averaging (WOSA)” performs a temporal averaging of successive cross-correlation window
in order to increase the TDE performances. The study conclusion proposes the use of a Hanning time

weighting with a 50 fo 62.5 % percent overlap.

Cross-correlation enhancement by coherent processing

The coherent processing consists in performing simultaneously the TDE along several equivalent
baselines. Two baselines can be considered as equivalent if their spatial configurations (location and
orientation) are sufficiently close from the source point of view. In such a case, the different cross-
correlations can be superposed in order fo deliver an enhanced average cross-correlation. For
example, the coherent processing has been used in outdoor experiments for the localization of civilian
airplanes (see application 53). Fach TDE was estimated from the cross-correlation performed on the
four parallel cube apexes. The peak was increased by 6 dB (10%logi(4)) relative to the incoherent
background noise. The coherent processing has a remarkable action against the incoherent noise and
on the local perturbations (different between sensors). Yet, this is to the detriment of the sensor

number.



2.5 Localization

2.5.1 Wave vector and Direction of Arrival

The wave vector and Direction of Arrival (DOA) are describing the same information. They differ only
by their point of view. The wave vector is related to the propagating wave and is pointing in the
direction of propagation. The DOA is defined from the antenna point of view (“Where does the sound
come from?”) and is opposite of the wave vector. They can be calculated from the TDOA by

introducing the array geometry and the speed of sound.

Let us consider an array of M sensors located at the position {X; }, m=1.M situated in a 2D coordmate

system. The origin is chosen, for convenience, at the array’s phase center defined by
> %, =0 Eq 2.31

In near-field source localization, as shown in Figure 2.11, each sensor sees the incident wave vector
under a different angle.

4
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v

Figure 2.11 : Three-sensor antenna in the presence of a near source

If the amplitude variation across the array is neglected, the acoustic pressure observed at the sensor m
can be written (see Eqg 2.2)
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where &, is the wavenumber vector that points from the source location to the sensor m.
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In the far-field situation, the m wavenumber vectors tend to coincide with a unique array
wavenumber vector & pointing to the array’s phase center (Figure 2.12). In this case, the propagation

time ny from the source to the sensor is therefore equal to

Fq2.33

Considering the sensor pairs 12, the relation between the wave vector containing the DOA
information and the TDOA can be estimated from section 2.4 by

k{x —x k-5

Xy X -
Z‘w s Pl A !\ ) = 12 Lq 2.34
w o

, k== Eq 2.35

the TDOA from sensor 1 to sensor 2 is simplified to the dot product of the normalized wave vector

and the relative position vector of the sensors scaled by the speed of sound as expressed in

T =Xy Eg 2.36
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Figure 2.12 : Wave vector , relative position vector and time delay of a far source
g : 3

Considering N, different baselines (sensor pairs) adequately chosen in the M(M-1)/2 possibilities, the
set of equations
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LA A #J Eq 2.37
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can be rewritten

r=--Dn Fq 2.38
c
with the different TDOA forming the time delay vector 7 and D a matrix depending only on the

sensor locations. Reversing FEq 2.38 can easily solve the localization problem. From a mathematical
point of view, we have to resolve an over-determined system of N linear equations to find two
variables (2D-space) or three variables (3D-space). Thus the rank of D will determine the number of

solutions.

In 2D space, two independent baselines (three sensors) are necessary for DOA finding without
ambiguity and three independent baselines (four sensors) are necessary in 3D space. The next section

introduces the inversion of D for M sensors in the 3D space

2.5.2 Closed-form solution
The general solution of Eq 2.38 is given by
n=c- DT Eq 2.39

where 7=[n. n, n.]' is the wave vector and ® is the pseudo-inverse matrix of D calculated by the
Singular Value Decomposition (SVD) method. Indeed, D is a square matrix and is invertible only if
three independent baselines are considered. All other cases imply calculating the inversion of a

rectangular matrix.
D=(D"-Dy"-D Eq 2.40
Finally, the wave vector component can be expressed in terms of the source azimuth Az and elevation

El by using the relation

Eq2.41

The 3D representation of the azimuth and elevation angles is given in Figure 1.2,
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2.6 Detection

2.6.1 Peak-picking step

The determination of the cross-correlation maxima is performed by a simple peak-picking procedure.
By comparing the magnitude of a sample R[n] to the previous R[n-1] and the next one R[n+1], it is

possible to build the sorted peak vector composed of the first Ns (a priori number of sources) peaks:

R™ =[R(n]R[n,] ~Rny1] . Vie[O.N,]: Rn]>Rln,] "9*%

where 7; is the sample index of the it" highest peak. The first element of the sorted vector supplies the
most probable result as it corresponds to the highest correlation. In order to limit calculations, the

peak-picking is restricted to physically reasonable delays with a few percent tolerance.

The operation is reiterated for each baseline. This enables to build the peak matrix composed of the

cross-correlation Rn[" , where n; is the baseline index and n, is the peak index. The corresponding
2

delay matrix is composed of the delay T:b’ .

2.6.2 Peaks recombination

Up to now, the maxima of each cross-correlation were considered to correspond to the true delays and
thus to produce the true set of delays in order to localize the source. Realistically, it happens that the
peak corresponding to the desired DOA is not the highest cross-correlation maximum: this appears,
for example in low SNR conditions or when artefacts or ghosts are present. Furthermore, in the

presence of several sources, each cross-correlation exhibits multiple maxima.

A sorting algorithm is therefore necessary to recombine the delays in order to reconstruct the different
sets of delays for the localization. The method used to identify the true maxima combination is based

on the minimization of the cost function defined by

r'=a-J, + ﬂ.Jf.;. v-J, Eq 2.43

where I' is the recombination criterion. The coefficient o, f yare respectively the weightings of the
norm cost function J , the delay consistency cost function J, and the energy cost function J.

Norm criterion

The norm criterion is expressed by

g =l -1 Eq2.44

It translates how well the delay set fits a physically plausible configuration. Indeed, according to the

definition Eq 2.35, the norm of the wave vector is equal to unity. Thus, the distance between the norm
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from unity is relevant to the distance between the candidate delays set and the closest physically

plausible set.

Delay criterion
The second criterion expresses the fact that when the cross-correlations are calculated along a closed
circuit, the sum of the delays must be equal to zero (i.e. Ziz+ s+ T34+ 71=0). In such a case, the delays

are said to be “consistent”. An offset will penalize the candidate combination as shown in

N,
- Eq 2.45
Jf - Z T”/: g

n, =1

where 71, is the baseline index, N is the total number of baselines forming a closed-circuit.

Energy criterion
The last criterion is derived from the peak magnitude information. The basic idea is to emphasize the
highest peaks by penalizing the lowest. The energy criterion is expressed as the normalized distance

between the highest delays set and the candidate delay set

2
%[ R —R
— K ny
J, = PR -2
R RI
71,)21 ny,

Eq 2.46

The following figures present a trial in an anechoic chamber. The cubic antenna is used in the presence
of three white noise sources. The TDE is performed by the modified-CPSP (p = 0.9). To clarify the
visualization of the DOA, the TDOA are multiplied by the speed of sound. The correlators are thus
plotted in function of the path difference. The physical limits of the delays appear clearly (25 cm for
edges, 37 cm for the diagonals).
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Figure 2.13 : Cross-correlations (CPSP method) of three white noise sources in anechoic chamber; four
microphones of the cubic antenna are used (n°1, 5, 6 and 8); each of the six baselines are displayed

Once the highest maxima were located, the sorting algorithm calculates for each combination the cost
function 77 The table below presents the ten best combinations in terms of the recombination criterion.

The three highest cross-correlation peaks of each baseline are located by the mark R”* =[ O + * ]’ .

Ris Ris Rss  Res o-J; ﬂ'-jr 7"]13

Rie

0o o o o o 0.007 0.000 0.000

.- 0.020 0.012 0.014
% | % % % % % % 0011 0.017 0.018
%35 | *  + . *  +  + 7 0.206 0,320 0.017
24 | O % k¥ % 0.245 0.363 0.015
163 O * O O O O 0.258 0.375 0.002
o | o o+ % 4+ s 0.255 0.425 0.014
485 * * * * * + 0.335 0.363 0.018
36 | ¥ o+ o+ o+ o+ * 0.364 0.360 0.014
636 * + * + + * 0.442 0.470 0.017

Table 1: Ten best candidates in term of the recombination criterion; in gray the
three delay sets validated
The first three combinations exhibit a very low cost function result (underlined in gray). The fourth
combination presents a cost function ten times higher (7=0.553 >> 0.048) and will be rejected. When
observing the three first maxima combinations, it can be seen that the magnitude order “O + *” of the
peaks is conserved. The first combination (‘O’) is composed of the highest maxima for each cross-
correlation and so on for the two next combinations. Although this remark seems reasonable, it was

observed in practice that this property couldn’t be used directly to recombine the delays. For example,
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the second maximum of cross-correlation Ris (outlined cell in Table 1) corresponds to two different

sources as the baseline sees the sources under the same angle.

The total number of combinations is equal to (Ns)V, where N is the estimated number of sources. In
this case, 729 (3¢) combinations are tested. In order to reduce the calculations, a preliminary step based

on the delay consistency test enables us to eliminate 90% of the potential combinations.

Criteria selectivity
The selectivity of the criteria translates how well the detection process discriminates true

combinations from non-realistic ones.

The norm criterion is the most selective. Indeed, it tests the DOA and thus integrates all modules, in
particular the antenna geometry. The delay consistency is only efficient to test closed circuits in the
antenna but not the whole geometrical configuration, so that an error or a drift of an element in the

relative position matrix D will appear in the norm but not in delay consistency criterion.

To visualize the difference in selectivity of each criterion, both cost functions were plotted in a 2D
configuration including three sensors. The norm criterion is represented in Figure 2.14 and is

expressed by

W nt =1 | Eq 2.47

¥

where 7y, 1y are the wave vector components along the x and y axes (defined inside the plan including
the three sensors). The norm cost function appears as the distance between the candidate normalized
wave vector vand the unity circle. If the norm criterion is translated in terms of delays (by using Eq
2.38), the circle becomes an ellipse, the size and axis of which translate the antenna geometry. The

delay consistency expressed by
T+ Ty +7,=0 Eq 2.48

describes a plan including the origin and containing the norm ellipse (Figure 2.15). This means that

each combination satisfying the norm criterion satisfies the delay consistency criterion.
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- representation of the norm function in the temporal domain

If a sensor is accidentally displaced during the goniometry, the candidate delay set will move away
from the circle but will stay inside the plan and will continue to provide low delay consistency cost
values. Thus a geometry alarm can be implemented by studying the history of the cost functions of the

tracked sources. This consideration can be extended to a 3D goniometry without reserve.

Determination of the weightings o fy

The weightings of the criteria reflect the confidence that can be given in the different modules. For
example, the infrasound localization involves a 50 m wide antenna. Both acoustic centers of the
sensors and their positions are not precisely known. So, a low value of « would be adequate. Yet, an

automatic determination of the weighting is preferred to a “know how” based manual approach.

The weightings determination is based upon a calibration procedure. The weightings are chosen in
such a way that when a source s tracked, each term of the cost function has the same influence. The
calibration has to be realized on a typical localization configuration over a statically representative

number of frames Ny, The proposed weightings are

i
o= — :‘)T /g - (J\ T 'i\‘ y 7= - :H ﬁ/» = j f"J[ hq 249
7 | FL7r]) 1)
sC 7. , . ) "
vhere /H |1, | s the norm cost function calculated on the true delays over the frame of index ny.
ok
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2.6.3 Delay set validation

The validation stage is the last step of the detection. 1t compares the norm and the consistency criferia
of the best candidates to decision thresholds. The determination of the thresholds is obtained by the
same approach as the definition of the weightings. A delay set is validated if both their associated

norm and delay cost functions do not exceed the respective threshold defined by

th N
J; =K, -o*(J,i [n/

?
. A/ with n,=1.N
J;h — Km O”(]; [n/jl)

Eq 2.50

where the coefficient Ky, is set in agreement with the detection performance required {detection

probability and false alarm rate). Typical values are from K; =2 to 5.

The understanding of the tolerances to be accepted is better when the thresholds are expressed in
terms of distance (see Annex 7.3). For example, the trials in an anechoic room with a cubic antenna
lead to norm threshold of 5 mm (= 1% of the antenna extension). On the other hand, in-situ infrasound

localization leads to norm tolerance of 5 m (2 10% of the antenna extension).

2.7  Extra modules

2.71 Integration in the goniometer design

Although they are not essential to the goniometry, the modules introduced in this section are adds-on
that complement the localization. The Figure 2.16 presents their respective chronological positions in

the goniometry flowchart. The distinction is made between the frame and the event-based approach.

Frame Event
approach approach

A , A

Figure 2.16 : Extra modules chronology

2.7.2 Waking up module

When postprocessing large amounts of data or in a real-time process, it can be necessary fo
- & ¥
implement a stand by mode. Its purpose is to “wait” for relevant information. In the case of a “waking:

up” order, the localization is processed as shown in the following figure:
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The information used to implement the waking-up test is based on both the Power Spectrum Density
and the coherence.
The coherent power spectrum [5] is given by
i 3’ i Y i " 3 e

SCol’ () =G, (f)-(Cu (/) Eq 2.51
where the magnitude-squared coherence Cy; is calculated by applying Eq 2.25. The coherence term has
a whitening effect on the P5D. Indeed, the coherence traduces the emergence of the signal on the
uncorrelated noise (i.e. wind, electronic). Low SNR frequency bands will be attenuated. The whitening
effect is clearly observed when comparing the classical sonogram to the SCol® correlogram of an

infrasonic event in windy conditions (Figure 2.18).
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Figure 2.18 : Sonogram {Left) and Scoh? (Right} of a jet in windy condition

The frequency bands presenting high SCok? are relevant of coherent acoustic energy across the
antenna. This can foreshadow an event fo be localized and will be processed. The determination of the
frequency bands to test and the threshold are based on the a priori information on the signal spectrum

and the Scoh’ study in a no-source case.

(=]

Pf&?hlﬂ:ﬂ"ﬂ&fy works on the avalanche acoustic signatures enabled us to sef the upper f]\”@éﬁ!;u,@ﬂ(i}[ at

10 Hyz. The Seol® was, thus, summed over the band below 10 Hz and then compared to the threshold.



2.7.3 Event build up

Up to now, the localization was processed on successive frames. The event reconstruction module
handles the final DOA results in order to build up the acoustic events. Indeed, the physically plausible

trajectories define a maximum DOA displacement from frame to frame. The event reconstruction

algorithm is presented in Figure 2.19.
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Figure 2.19 : Event reconstruction flowchart

An event determination procedure is undertaken when two successive DOA are close enough. Then
the idea is to predict the next DOA according to a characteristic trajectory and to compare it fo the
measured DOA. If the distance between the prediction and the measurement is below the “maximum
DOA displacement” tolerated, hence the DOA measurement will be validated and will be part of the
potential event. If not, the predicted DOA is validated and the number of jumps is incremented {one
frame has been bypassed or “jumped”). This procedure stops when the number of tolerated jumps is

reached. If the event length satisfies the minimum length condition, the event is validated.

Considering the avalanche localization, the typical event minimum length is 20 s (8 frames). The

number of skipped frames is set to 1 or 2 and the tolerated DOA displacement is set to 20°.



2.74 C(lassification

The event classification is based upon a priori information on the tracked source and on the competing

sources. The SCoh3 calculated over relevant frequency bands is chosen as discriminator. A training

stage allows determining the frequency bands that minimize the false alarm rate. For example,

preliminary studies on the avalanche have shown that the decomposition of the spectrum into four

bands (0-5, 5-10, 10-15, 15-20 Hz) allowed us to discriminate avalanche events from competing sources

with high performances. For example, the next table presents the SCol? repartition (in %) of the five

source patterns.

Patteen SCol (%) Col® (%) ‘ SCoh? (%) | SCol* (%)
[0-5 Hz] [5—10 Hz] | [10-15Hz] | [15-20 Hz}
Avalanche (type I; ...... 50 35 o
Avalanche (type IT) 20 50 20 10
Long range supersonic flight 90 10 0 0
Competing source 0 0 100 0
Competing source 0 0 0 100

Table 2 : Model characteristics

The classification is performed through a “nearest-neighbor method”: the class chosen is the one that

minimizes the distance between the event and the pattern. More information on the principles of the

classifiers can be found in [24].
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Chapter 3
Performance

3.1 Detection & precision: overview of the
sensitive parameters

In order to estimate the performances of the goniometry, an exhaustive list of all the parameters
influencing the DOA estimation was edited. The effect of the parameters on the solution was then
studied both through theoretical and simulation approaches and experiments. Once the relations
between the sensitive parameters and performance were established, it becomes possible to design a
goniometer that fulfills the performance requirements. Figure 3.1 summarizes the interaction between
the modules, variables and influencing parameters. The chronology of the artefact, imprecision or bias

contamination is relevant to the way they reverberate on the final result.

The first sensitive parameters group describes the operational context (emission — propagation —
reception). The emission is characterized by the signal properties: the bandwidth B and the central
frequency f.. The transmission includes the propagation phenomena such as the medium absorption,
the reflections, the refraction, the scattering or medium displacement. The reception is characterized
by the signal to noise ratio SNR. The second group is made of the algorithms and their parameters.
Finally, the parameters interacting on the localization module are the speed of sound ¢, the sensor
relative positions matrix D, the localization method and experimental conditions such as the source
range R and the relative source-goniometer set-up. More precisely, the localization performances are
related to the estimation errors on the speed of sound, on the position matrix and the induced errors

due to far-field assumption.
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Figure 3.1: Sensitive parameters related to the goniometer schematic diagram

Early investigations can be performed on the TDE by calculating the variance of the TDE and the
probability of Good Detection (GD) through Monte Carlo series [64]. The optimization of the results
drives the parameter determination. Finally, the DOA variance reveals the overall goniometer

performance. The statistics on the DOA will be expressed in degrees to facilitate the visualization.

Following the application, some of the sensitive parameters are imposed although others allow
performance optimization. Most of the time, the operational context is not modifiable. The goniometer
will then be placed, when possible, in the best location so as to reduce undesirable propagation

phenomena and to record the signals in the best SNR conditions.

In the case of the active localization, the source signal generation is controlled and allows fitted
design. Its characteristics, as well as the calculation methods and algorithms parameters, will be

determined through simulations by directly optimizing the TDE and localization performances.
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3.2 TDE Performance

3.21 Emission - reception: signal characterization

Bandwidth and central frequency

The determination of the potential performance of a goniometer requires the estimation of the
bandwidth and the central frequency of the signal. This task can prove to be very difficult in real life
cases. The classical model of a band-pass signal is presented in Figure 3.2, The power spectrum,
concentrated inside the frequency band [fui , fun], is supposed to be flat inside the bandwidth (white

noise type}.

Gss
Gl
B
s
"fmax fr "fmin fmir\ fc fmax

Figure 3.2 : Spectrum model of a band-pass signal

The central frequency and the bandwidth are related to the cut-off frequencies by

sy o Soaxe = S
B= {J{mzxx - /mm ) ‘/4‘, - /min | A

2

Eqg 3.1

M

Signal to Noise Ratio

The SNR is defined as the ratio between the signal power and the noise power. As previously defined
in section 2.2, the signal represents the contribution to track, whereas the noise contains all other
components. The discrete time domain relation is given by

/ = K
k

H

SNR =10-log,,| =% Eq 3.2
5

N

However, the signal and noise are rarely accessible separately. The comparison of the configurations
source/no source enables us to estimate (S+N) and N. If the noise is independent of the signal, then
the SNR is easily obtained by subtracting the N from (5+N) estimation. The background noise
(incoherent) and the interfering noise (competing sources) fulfill this requirement. The coherent noise
due to image sources does not. Therefore, the resulting SNR is reduced in relation to the number of

source images, as they are additional noise sources.



3.2.2 Performance indexes

The relevant indexes to compare the TDE performances are the TDE variance, the TDE bias and the
detection probability. A good detection means that the right peak was selected, a false alarm means that a

peak was found where nothing occurred and a non-defection refers to a source event that was not seen.

At the same time, the emergence of the cross-correlation peaks on the background (floor) needs to be
estimated to know the headroom. The proposed function is the multi-sources equivalence of the
« Peak to Floor Ratic » proposed in [80]. The multi-scurces Peak to Floor Ratio {(pfr) is given by the

mean of the Ns cross-correlation maxima values divided by the mean cross-correlation noise.

L _(rk)) & R ,
pfr=|> N /; = Eq 3.3

s=1

where N is the number of sources in presence, k. is the index of the peak, and K is the cross-correlatior
length. For pfr=1, the peaks are of the same order of magnitude than the background noise. A second

version is proposed in decibel:

PFR =10-log,,( pfr) Eq 3.4

3.2.3 Cramer-Rao Lower Bound, anomalies and ambiguities

Extensive literature can be found on the estimation the Cramer-Rao Lower Bound (CRLB) of the Time
Delay Estimation. Its use is justified by invoking the statistical theorem asserting that the Maximum
Likelihood estimator is asymptotically unbiased and that its error variance approaches the CRLEB for
sufficiently long observation times. The CRLB can be seen as the optimal performances that can be
achieved for a given set of parameters. In such a case, all the information (entropy) is used. The
calculation of the CRLB enables us to understand the weighting of the different parameters in the
overall performance. The CRLB is only valid when the goniometer is in “Tracking” mode (see Figure
3.3), when the SNR is sufficiently high, so that the correct peak always emerges from the cross-
correlation noise. When the SNR decreases, the background noise of the cross-correlation increases
relatively to the frue cross-correlation peak. The peak-picking step can fail to select the right peak

inducing a severe drop in performance.

This sudden decrease in performance corresponds to the transition zone of the so-called “ambiguities”.
The probability of good detection fall from 1 to 0, the peak-picking step is no more capable of finding
the right peak. If the SNR decreases ancther time, a second step appears. This very low performance

region is the zone of the “anomalies” also called the envelope arnbiguities and is useless for the TDL,
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Figure 3.3 : Performance index as a function of the SNR

The difference between the ambiguities and anomalies is shown on a typical cross-correlation of a

band-pass signal (Figure 3.4). The ambiguities are related to the central frequency f. of the band-pass
signal and the anomalies to the bandwidth B.
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Figure 3.4 : Typical Cross-correlation function of a band limited signal

In the tracking zone (“Lock-In mode”), the TDE variance of a low pass signal corrupted with wide-

band noise is given in high SNR condition by {74]
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[his relation reveals how important the bandwidth is. If B doubles, the variance on the TDE is divided
by eight. The beneficial action of the observation time 1 is very interesting as it appears to be, in many
case, the only parameter that can be modified. The formula are given in annex 7.1 for different
configurations (high-low SNR, low-pass - band-pass signals). For example, the CRLB of a band-pass
signal is dependant of the central frequency f.. If the bandwidth is fixed, the variance on the TDE

decreases for increasing central frequency, as the peak sharpens.

Different bounds have been proposed to describe the ambiguities zone. For example, the Ziv-Zakai
Lower Bound (ZZLB) [113], the Barankin Bound [18] and the Correlator Performance Estimate (CPE :
1461,1471,148]) have been studied with respect to different operating hypotheses. The CPE proposed by
Tannielo (amnex 7.1) is a functon of the CRLE weighted by the false detection probability. The
intersection between the CRLB and the ambiguity zone variance estimator is defined by the SNR

threshold SNRy, . Above the threshold, the process is ambiguity-free.

3.24 Correlators comparison and enhancement

Theory and real case

The performances of the generalized cross-correlator were extensively compared in literature
([431,[56],190]). The main conclusion is that the results are highly dependent of the initial hypotheses
and operating configurations. In this sense, it is very difficult to forecast whether the classical cross-
correlation, the SCOT transform, the ML, the CPSP or the modified CPSP will perform best in terms of

TDE variance, of probability of detection and Peak to Floor ratio.

The attitude, taken when tackling a new application, was to compare the performances by Monte-
Carlo series. Up to now, either the ML estimator, or the modified CPSP were always found to perform
best. Yet, the classical cross-correlation was chosen for a DSP implementation as it can be performed

irt the time domain.

3.2.5 Transmission: wave propagation influence

Attenuation ~diffraction - refraction [86]
The impact of these propagation phenomena on the performances has not been studied during this
work. They would deserve particular researches per se. Yet, a qualitative description of their effects on

the TDE was necessary to classify them as first or second order influencing parameters.

The sound attenuation is mainly due to geometrical attenuation and medium absorption. Its main
effect is to deteriorate the SNR. Furthermore, as the medium absorption growths with increasing
frequencies, the signal spectrum is modified and can be reduced to the low-frequency band when the
source is far. The bandwidth is reduced as well as the central frequency and so the performances

decrease.
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The diffraction[114] is considered as the change in direction of propagation of the wavefront due o
the presence of an obstacle or discontinuity (with no change in velocity). This phenomena bends the

wave vector with the consequence that an image secondary source appears located at the object

boundary.

The refraction is the change in direction of propagation of the wavefront due to a change in its velocity
(usually caused by a change of medium) and refers to different medium interface. For example, the
infrasonic ducts are the consequence of refraction phenomena in the atmosphere layers (various
temperature, pressure). Infrasonic sources, as the Concorde, can be observed 1000 km away in

adequate configuration.

Both diffraction and refraction have the same effects on the TDE. Yet, two distinct cases are observed.
When the phenomena perturb the signal propagation, the resulting effect is a wave vector bending
inducing the goniometer to localize an apparent source without any decrease in performance
localization. When the phenomena perturb directly the sound pick-up, that is, when refraction or
diffraction occur across the antenna (non-homogenous medium}, the performance drops, as well as

the coherence between sensors [77].

Reflections
The goniometer processes reflections as waveforms coming from the image source predicted by ray
theory (specular reflection). The goniometer cannot directly discern a direct component from a

reflection without any a priori information. In the propagation model described in

x(ty=as(t~7)+a's(t—1)

\ Eg 3.6
X, { z} = cm{z‘ ~T, } +a's ( t-1y)

the reflected contribution (with ()’ notation) only differs by the attenuation due to different paths and
) Oy ¥ p

surface absorption and by the delay

Image
Saurce
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Figure 3.5 : Direct and reflected contributions



The propagation diagram (Figure 3.5} highlights the problem of cross-contribution terms resulting in
ghosts (cross-correlation peaks without any physical sense). Indeed, as the direct and reflected
contributions are highly correlated, the cross-correlation will exhibit four maxima: two corresponding
to the source and the image source, and two resulting from mixed- contributions (ie. the direct

contribution recorded by sensor 1 correlated to the reflected contribution recorded by sensor 2).

These mixed contributions can be easily shown when developing the cross-correlation in the Fourier

domain. If the attenuation effects are neglected, the different contributions are transformed into

s(t-7)=6(1—7,)®s(t) <-J~> S{w)-em Eq 3.7

Thus the Cross-Power Spectrum is given by

Gy (o)=X (o) X,{0) Eq 3.8
] .

i fool T — Ly — el i ik T4 1
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Applying FEq 2.9, the cross-correlation is written

R, (z‘) = [5(? —T ) -—%ﬁ(z —1T5, ) ~:»-§{r “(Z} -1, }) + (5‘(2’ - ('[{ -7, }}] R, (z} Eqg 3.9
where ® is the convolution operator and R, is the autocorrelation of the source signal. The third and
fourth terms induce non-physical peaks. These ghosts can be avoided if the mixed delays are beyond
the maximum physical lag %y The condition to reject the ghosts outside the observation window can

be written in terms of distance through
v—r<2d 5 or-r<2d Eq 3.10

To insure that the cross-contributions will not disturb the cross-correlation, the inequality “<” should
be modified to “<<” as the Dirac function associated with the cross-contributions are convoluted by

the auto-correlation of the signal source.

Application: Effect of the snow cover

A solution consisting in burying the infrasonic microphones below the cover was proposed to reduce
the effect of the wind noise. It was observed that the snow cover affected the propagating wave in
both amplitude and phase. Figure 3.6 presents the experimental configuration and the spectrum
analysis of the signals recorded above and below the snow cover. In Figure 3.7, the transfer function is
estimated in amplifude and phase and is validated for the band 2-20 Hz by the coherence function.
The attenuation corresponds to a low-pass filter behavior (slope = - 12 dB/decade) and the phase

rotation corresponds to an apparent speed of sound of 150 m/s in the snow cover



Although the signal attenuation do not affect seriously the goniometry, the extra delays introduced by
the snow cover are critical to the localization [1]. If the snow conditions are not homogenous over all

the sensors, random additional propagation time will deteriorate the TDE.
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Medium displacement

The flow of the propagation medium (wind, water current) induces a deviation of the wave vector
when the displacement is homogenous (steady flow component) with respect to the antenna, whereas
it induces decreases in the localization performance when turbulences have local effects on the sensors

(turbulent components).

The wind effect on the localization has been studied in the case of infrasonic antenna of Anzere
(section 5.2). Figure 3.8 presents the steady wind effect on the localization and Figure 3.9 shows the

decomposition of the wind action into a steady component (homogenous) and a turbulent component

Simulations have shown that in calm conditions (steady wind = 2 m/s, wind blow = 8 m/s), the
estimation bias on the azimuth was 0.5° with a STD of 1.1°, and that in windy conditions (steady wind

=5 m/s, wind blow = 20 m/s) the azimuth bias was 1.2° and azimuth 5TD was 3°,



Apparent Source g !
W) wind -~
/\‘ Component e .
c ﬁf;oumy . \\\%ﬁ;
/ o
7= Oy ﬁaup
F = C Pauree + V P - Steady wind  Turbulent wind Result
> o e

Figure 3.8 : Steady wind effect, apparent source

Figure 3.9 : Wind decomposition in steady and

turbulent components

3.2.6  Wind effect on the SNR and coherence

Overview

In outdoor applications, such as localization of avalanches, airplanes, helicopters or artillery, the wind
introduces undesirable effects, which can make goniometry impossible. The different outcomes of
windy conditions are classified following the goniometry modules they affect. The acquisition module
is troubled by the wind for input dynamics considerations; the TDE is perturbed by the SNR
degradation and the coherence drop, and finally the localization modules is penalized by wave vector

bending phenomena.

SNR degradation

The first restriction induced by the wind is the SNR decreasing. It was found that wind-induced noise
is composed of two components ([3],[25]). The first one, called the infrinsic turbulence, is caused by the
turbulence of the airflow in the vicinity of the diaphragm. Variations in wind speed and direction
generate very localized changes in air pressure, which result in noise. The second component is
turbulence generated by the microphone or the added windscreen exposed to the air-stream and is
called inferaction wind noise. The air passing around the microphone creates wake vortices when
recombining at the leeward side. These vortices become small sources that radiate sound in all
directions. Morgan and Raspet have shown that in turbulent airflow, as encountered in outdoor
conditions, the interaction wind noise is negligible compared to the intrinsic turbulence [63]. On the
other hand, laminar flow, as encountered in moving sound pick up in non-fluctuating wind, induces

little intrinsic turbulence and the wake generation becomes the dominant noise source.

Hence, these wind components do not present any coherence between the array sensors. The SNR

ion 3.2.7.

drop off infers a performance reduction as explained i s



The spectrum of the intrinsic turbulence is dominated by low frequencies. As shown m Figure 211,

the wind-induced noise presents a nearly 1/f behavior (- 6dB/oct) and thus becomes critical in
/ X
infrasound applications. The evolution of the acoustic pressure and wind presented in Figure 3.10 was

observed af the Avalanche Experimental Site of Anzére (Altitude = 2500m}.
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Figure 3.10: Temporal evolution of the average Figure 3.11: Frequency analysis of the induced wind
wind speed and the acoustic pressure noise compared the background ambient noise

The comparison of the wind evolution and the induced wind noise shows a general similarity. Second
order differences are imputed to the 100m distance separating the microphone from the anemometer

and reveal very local wind conditions.

In order to reduce these undesirable components, windscreens were designed. The complete
2
protection barrier adopted in the infrasound pick-up system is made of an open cell polyurethane
foam directly put on the microphone, covered then by a Gortex protection (rosy color) against
humidity and finally by the “Anzeére” windscreen made of 60x60 cm half-open cell foam as shown in
h 3 [

Figure 3.12.

The main goal of the “Anzere” windscreen is to low-pass filter the pressure fluctuations at the surface
of the windsereen and to create a laminar air flow inside the protection. Indeed, the windscreen
achieves an averaging of the air turbulence over the entire surface and induced a drop of airflow. This
requires that the windscreen dimensions are large when compared to the wind turbulence
wavelength. Considering the 60 X 60 cm “Anzére” protection exposed to a gust of wind at 5 ms!, (=8
Hz for A = 0.6 m), the low-pass filtering of the protection would be effective for gust wavelength below

0.2 m (25 Hz). The gusts of wind at higher frequencies are broken in smaller eddies and will be
attenuated by the second stage protection (open cell foam) according to the same mechanism.

[nn the Tetraftia windscreen design, the problem is to terminate a 5 cm diameter tube (Figure 3.13). The

dimensions being imposed, different materials were tested. The best choice incorporates a



compromise between the loss of sensitivity due to the acoustic resistance introduced by the protection

and the wind induced noise reduction gain. In this study, the sintered bronze termination was chosen.

Figure 3.12: Norsonic microphone protected by Figure 3.13: Tetraftia Wind protections (From left to
open cell foam with Gortex protection and the right and up to down: sintered bronze, open-cell
“Anzére” windscreen foam + Gortex, half-closed foam, and open cell

foam inside the tube + Gortex skin}

The second wind induced noise component, the interaction noise, generates frequency components
related to the size and shape of the windscreen and the wind velocity. When the shape can be

assimilated to a circular cylinder, these variables are linked by

@
St=f-— Eg 3.11
7y q

where 5f is the Strouhal number (5t = 0.2), V the average wind velocity, @ the windscreen diameter
and f the vortex shedding frequency. For example, under the hypothesis of an equivalent cylindrical of

a 70 cm diameter, and V= 5ms’, the induced frequency on the “Anzére” protection is about 1.4 Hz.

Coherence loss

The formulation of the generalized cross-correlation has demonstrated the critical importance of a
“good” coherence between the input signals: as the time delay estimation is based on the Cross
Spectrum Density, it is important that the signal spectra present linear dependence for all frequencies.
The amount of shared information can be estimated by integrating the magnitude-squared coherence
over the entire relevant spectrum. The resulting index represents the degree of linearity of the relation
between the two signals.

T

In order to cope with outdoors conditions required for the Silence Light Project (section 5.3), different
windscreen solubions were evaluated in the coherence sense. Laboratory tests were driven with a 40
cm fan in order to recreate the turbulent wind conditions (Figure 3.15). Although the turbulences were

observed, their wavelengths are smaller than those expected in outdoor conditions. The M5C



caleulated at low frequencies are in that sense over-evaluated. In these tests, the average wind speed

measurement was chosen to describe and quantify the turbulence,
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Figure 314 : Magnitude-squared coherence evolution Figure 3.15: Hydrophones pair in the presence of
for different wind speed — Experimental tests turbulent wind with Anemometer measurements

Figure 3.14 presents the MSC loss as a function of the average wind speed for four microphone -
windscreen configurations. The first configuration is made of two electrets microphones (Sony ECM-
77, Y2 cm diameter) without any protection; the second is enhanced by the addition of an Open-Cell
Foam (diameter: 1.2 cm, length: 2 cm); the third corvesponds to the second with an extra Gortex
material protection (principally used against rain); the last one involves hydrophones BK 8103. The
graph analysis reveals, firstly, that the MSC decreases linearly with the average wind speed,
independently of the microphone configurations and that the line slopes are relevant for the
protection quality. Secondly, that the performance gain obtained when adding the Open Cell Foam
and the Gortex justifies their use and the design efforts afforded. Finally, that the hydrophones

solution acts as well as the Flectret - Foam - Gortex configuration, but is much more expensive.
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3.3 Localization performance

3.3.1 Two sensor goniometry: influence of parameters

The simple case of 2D goniometry with a pair of sensors ‘ N source
AR RN \\
is represented in Figure 3.16. In the far-field case, the or /'/ - RN
/ e ) /
DOA is completely defined by the angle 4 and is / ‘ /
obtained by the relation ¥ /
P
g 2
0 —sin ;() Eq 3.12 i
d.

Figure 3.16 : 2D propagation model

To observe the robustness of the DOA estimation in the presence of the parameter errors (&, &d, o7),
Eq 3.12 was developed into a Taylor Series around the nominal values (¢ dg /. The resulting nominal
DOA is given by

0, =06(¢,.d,,7,) Eq 3.13

At first, each parameter is separately contaminated by errors. In a second approach, all parameters are

supposed noisy, which implies the introduction of a multi-variable Taylor development.

If we consider that the array geometry and the speed of sound are precisely known (=0 and &=0),

the error on the DOA is only due to the imprecision on the TDE and can be expressed by

| \ & ey o)
§0=0(c,d, 1, +57)-6, =% 8L Y Eq 3.1
{( g9t 0 Y0 T } Y ; 1 nl ﬁf” frr:m k g 3.14

When calculating the first terms of the development, the error is given by

The determination of the upper Hmit of the error on the DOA is very important to evaluate the overall

performance. If we admit that the precision of the TDE is better than 5% of the maximum lag

{physically expectable 7,,.=dy/co), then we can calculate the DOA error dfas a function of the nominal



DOA . The next figure presents the mathematical results described by Eq 3.15 compared with a
statistical approach (Figure 3.17). Indeed, by simulating noisy TDE and by calculating the final DOA
error over thousands of attempts, the statistically estimated errors on the DOA present an upper limit
theoretically identical to the mathematical approach. The problem is expressed as:

s find 66= f{o1)

e with do=1m, &=0, cp=342ms?, &=0
@ for (‘/%) & ['(},900] , ot € [50‘()5 dg/C(), 0.05 ('I',()/ C()]

For reasons of symmetry, the region 8 € [0,90°] is sufficient to describe all the phenomena.
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The analysis of Figure 3.18 reveals that the goniometry for sources located in the region around the
Broadside direction (frontal), performs much better than for sources located in the End-Fire region
(lateral). In other terms, the DOA sensibility to TDE errors is much greater for sources aligned with
the baseline. The DOA performances remain acceptable for a DOA between -50° and 50°, and
decrease seriously beyond to reach a maximum value of 20° for 4=90°. The saturation of the errors
between 70° and 90° observed in the statistical approach, is due to elimination of goniometry resulting
in complex DOA (sin(¢ )>1). The complex DOA values, corresponding to TDE greater than the
maximum physical time delay, are set equal to 90°. The mathematical approach does not take this
physical limitation into account. Finally, the slight differences observed around 4=70° are due to

finite length of the Taylor series expansion used for the mathematical model (Order 4).

A similar development can be carried out in case of inaccuracy either on the speed of sound or on the
sensor location (see Figure 3.19 and Figure 3.20). Finally, these three parameters influence the DOA
errors in quite a similar fashion. Yet, an important difference is observed for the Broadside divection:
in the particular case of &=0°, errors on the speed of sound and sensor location do not have any

mfluence on the DOA (59= 0).
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In the second step, all the parameters are contaminated by noise (Figure 3.21). The mathematical error
bound is obtained by calculating the three-variable Taylor series expansion given by

o N [ ) ot (/9 a N
50 = 0T, +5T,C,+5¢,d, +5d ) -0, =% — 4(52‘ 2 vse-Lrsd - J O(r,c.d :
l ( p T 0 0 ) 0 21 ar P od ( ¢ ) Eqg 3.6

Jorery ome,  d=d,

When all the parameters are noisy, the overall influence on the DOA error is more than the sum of the
separated contributions. As the variables are closely linked (Eq 3.12) cross terms have to be

considered.
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Figure 3.21 : Upper limit of DOA errors as a function of the DOA for
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When performing a two-sensor localization, it appears clearly that the performances fall when the
DOA diverges from the Broadside direction In the case of antenna with more than 2 sensors, the

goniometer should be considered as a combination of several sensor pairs with different behaviors



3.3.2 Antenna geometry and localization errors

The 3D localization requires at least four sensors located in 3D space (Section 2.5). By comparison with
the two-sensor case, it is easy to deduce that the localization performances will differ according to the
antenna geometry and the DOA. In order to quantify the performance disparities, the singular value
decomposition of the relative sensor position matrix is performed. The resulting three-dimensional
subspace represents the intrinsic antenna geometry. When the singular values are equal, the antenna
presents “revolution symmetry”, denoting an isotropic approach. The DOA errors are almost
independent of the DOA. The Tetrahedral or the Cube with adequate baseline selection presents this
quality. If this condition is not fulfilled, the DOA performances exhibit disparities in relation to the
singular values range. For example, the DOA error bound was calculated for every direction with a
four-sensor cube base antenna (Figure 3.22). The relative bound errors are set to | od|/dyn < 0.05,

[ 57] /e < 0.05 and the localization is performed with all six baselines.

Source view point Source view point
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¢] 30 60 46 120 150 180 210 240 270 300 330 360
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Azirnuth = 180° Azimuth = 135°
Elevation = 35.26° Figure 3.22 : DOA errors bound with | 8d |/dyuer < Elevation = 45°
0.05, 1 571/ Tyax < 0.05
Best Case Worst Case

The best cases correspond to the DOA presenting the lowest DOA error bound: the direction with
azimuth = 180° and elevation = 35.26° is one optimum direction. From the source point of view, the
antenna has its maximum of extension (left figure). The worst case can be observed, for example, in
the DOA with azimuth = 135° and elevation = 45°, where the antenna shows the smallest extension
(see right figure). The performance disparities are, as a first approximation, equal to the ratio between
the highest and lowest singular values. In this case, the singular values are {0.5 0.5 0.25] and the ratio

equals 2.

In order to facilitate the 3D localization, the DOA is usually transformed in azimuth and elevation
components (Figure 3.23) as referenced in Eq 2.41. The interpretation of the azimuthal projection of the
DOA error requires some precaufions. When the elevation increases, the impact of DOA error on the

azimuth errors is multiplied. For elevation closed to * 90° (Poles), the azimuth means nothing

anymore, For this reason, the corresponding DOA was removed from the plots.
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Figure 3.23 : DOA error bound in terms of azimuth and elevation (1 5 [/ dyu < 0.05, | 571/ %Gpax < 0.05)

3.3.3 Influence of the speed of sound estimation

Despite the fact that the celerity is essential to the knowledge of the sound field, calculations show that
the DOA can be totally independent of estimation errors on the speed of sound. This requires the
array to be composed of at least 4 microphones located in 3-D space (dimension of the subspace
defined by the array equal to three). As an example, it is demonstrated in annex 7.4, that the errors on
the azimuth are independent of the estimation of speed of sound. Similar argumentation can be
established for the elevation.

Yet, a good estimation of the speed of sound is essential for the Detection module to perform well

24

Indeed, the norm criterion, defined in Eg 244, which permits to select “physically rational
combinations”, is directly contaminated by speed of sound estimation errors. If the estimation quality
is poor or the propagation conditions {(atmospheric pressure, temperature, salinity) vary too much, a
delay combination can be wrongly eliminated due to excessive wave vecfor norm. A solution to
overcome this difficulty is to estimate the speed of sound via a calibrating active goniometry. The
speed of sound is adjusted in such a way that the norm of any measured wave vector is equal to unity.
In practice, due to other parameters inflowing onto the norm criterion, the speed of sound chosen is
the one minimizing the distance between the wave vector norm and unity. To avoid favoring any
direction, at least three source positions located in 3D space are needed to perform a relevant speed of

sound measurement and to calibrate the gomometer.

3.34 Influence of the sensors position estimation

In section 3.3.1, it was demonstrated that the DOA error varies as a function of the DOA when the
relative position of the sensors are contaminated with noise. In ovder to perform the same analysis for
a complex 3D geometry antenna, Monte Carlo simulations were implemented to quantify the

influence of the positioning precision on the DOA errors.

=
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The simulations are carried out with the 4 sensor cubic base antenna. Three configurations were
investigated (see Figure 3.24): the first performs the localization by using the 3 baselines of the same
length (referred in the legend as “3 independent pairs”), the second and third are using all 6 baselines
in the best case DOA and in the worst case DOA defined in section 3.3.2. The main remark is that the
use of all baselines can reduce performance in some DOAs (Figure 3.25). The goniometry, which is
almost DOA independent in the “3 pairs” localization (identical singular values), presents
performance disparities when increasing the number of TDE. According to the DOA area to cover,

extra precision can be obtained by increasing computation.

The origins of the positioning errors are multiple. For example, when performing infrasound
localization, the sensors positions are measured with differential GPS. The inaccuracies are coming
from the GPS precision, the measurement precision and from the estimation of the acoustic center.
Other causes can be mechanical constraints or wind on the antenna structure (i.e. Tetrahedral antenna
on the Silence Light mast). In this application, distinction has to be made between positioning errors
inside the antenna, inducing errors in the relative position matrix and antenna displacement (i.e. mast
movement). When the entire antenna is moving, the algorithm goniometry is not affected (norm
criterion = 1) but the final result is biased. One way to detect such phenomena is to observe the DOA
time evolution, particularly azimuth and elevation oscillations with few degrees of amplitude and

frequency below 1 Hz.

3.3.5 Influence of the Time Delay Estimation

I'he influence of TDE errors on the localization is very close to the positioning errors effect, in terms of
sensitivity and in terms of performance difference, according to the antenna subspace singular value

disparities (Figure 3.26 and Figure 3.27).
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3.3.6 Plane wave assumption

Definition of the phenomena encountered

So far, developments were considered under the assumption that the source was sufficiently distant
from the antenna, to be seen under the same angle from each sensor. In order to exhibit the induced
errors on the localization, the near-field propagation is compared to the assumed far-field propagation

in a geometrical approach. Then, simulations quantify the far-field assumption influence on the DOA.

Investigations have brought to light that the localization, assuming far-field propagation, deteriorates
due to two successive distortions. The first is related to the aperture of the baseline when calculating
the TDE: each sensor sees the source from a different direction. This introduces a DOA ervor
quantified by the distortion angle. The second is related to the antenna aperture: each TDE is estimated
from different observation points, which differ from the antenna phase center. These errors are

referred to as the observation point spreading

Errors related to the distortion angles

Considering a 3D localization with a unique sensor pair, the delay estimated by the TDE module
enables us to calculate the DOA angle 6 Assuming the far-field propagation, the potential source
directions are situated on a cone around the baseline (Figure 3.28). The direction locus corresponds
unambiguously to a unique DOA & and a unique TDE. If the potential locations of the source are
situated in the vicinity of the antenna, the cone model has to be replaced by a hyperboloid as shown in

Figure 3.29. All locations on the hyperboloid correspond to the same TDE,



v y
Figure 3.28 : Locus of potential source directions Figure 3.29 : Locus of potential source locations
corresponding to iz under the plane wave corresponding to 1y, under the spherical wave
assumption assumption

When looking in the plan xy, the locus defined by a constant TDE, which corresponds to a constant
path difference, is a hyperbola, the focus of which are the sensors (Figure 3.30). The locus of potential

locations, defined by the TDE o, is described by the equation

1%, | =%, = Eq 3.17

All locations situated on the locus are defined by different DOA angles but the same TDE.

Apparent

Apparent

Figure 3.30 : Locus of potential source position Figure 3.31 : True DOA angle 6, apparent
(hyperbola), inter-sensor spacing d, source range K, DOA angle 8,,,, and distortion angle 5¢
phase center O

The distortion angle 66 =| & - Oy, |, induced when assuming far-field propagation, is defined as the
difference between the apparent DOA and the true DOA (Figure 3.31). When geometrically analyzing
the distortion angles for different DOA angles & , it appears that, for the Broadside and End-fire
directions, the hyperbola degenerates into its asymptotes, causing the distortion angle to be null. The

general case was studied in [7] and reveals that the worst case is found for DOA 4=45° The distortion

angle can be approximated by

L
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where d=|X4p | is the inter-sensor distance and R=|X| the source range. As the source range R
increases, the hyperbola tends to its asymptote and &6 -» (. For example, the distortion angle is about
4° when the source range is the same order of magnitude of the sensors separation and is less than a
tert of a degree when the range reach R = 6d. Simulations corroborate the approximation function for
relative range beyond %2 (Figure 3.32). Below, simplification hypotheses used for the approximation

are not fulfilled.

'
|
|
|
'

‘
I . .
g !
; : |
| : :
07 ' s ‘
0.1 0.2 0.5 1 2 5 10
Relative range R/d
Figure 3.32 : Distortion angle assuming far-field Figure 3.33: Different directions of lock

propagation - worst case {=45°) across the baseline

A second way to understand the origin of the distortion angles is to observe the source from the
different sensor viewpoints (Pigure 3.33). The DOA angle 8 defined at the baseline phase center O,
can be seen as an “average” DOA seen from the two baseline extremities. The differences between the

DOA angle ¢ and the angle viewed from the sensor defined by [66=61-0, 66:=0-0], are directly

related to the distortion angle. When these differences are equal (|06 |=|66: 1), as encountered in

Broadside and End-fire region, the two different contributions tend to cancel each other out and the

#”

“average " DOA corresponds to the true DOA. As the discrepancy between | 86 |and | 66| increases,
the calculated average DOA, assuming far-field assumption, diverges from the true DOA and the

distortion angle increases. The maximum disparity is observed for 6=45° as predicted by the theory

Up to now, a unique baseline has been considered. In the case of localization using an antenna
{multiple TDE), the distortion angle is reported on each baseline. The way that the different distortion
angles are combined varies with the DOA. According to the source location, it can appear that the
distortion angles compensate and induce no distortion at all. To clarify the properties that allow such
compensation, a six-sensor 3D cross anterna was used to localize a source, located in ifs vicinity,

assuming far-field propagation. Indeed, the 31 cross antenna presents the particular characteristic that

1
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the middie points of every sensor branch are located at the antenna phase center (Figure 3.34). Thus,
no errors are infroduced due to anfenna observation points spreading, as discussed in the next section.

1 distortion angle

]

With a same approach as presented in previous sections (3.3.3, 3.3 4, 3.3.5), the ove

is calculated for every DOA. The results are presented both in a planar plot (Figure 3.37) and in a 3D
polar plot (Figure 3.35). This type of representation is the same as used to represent 3D directivity
pattern. Bach point of the surface is defined by 3D coordinates that correspond to a {azimuth,

elevation} set and by a distance to the origin equal to the investigated error. In order to facilitate

comprehension, the distance to the origin is corroborated by the surface color.

DOA error bound

Figure 3.34 : Six-sensor 3D cross antenna Figure 3.35: Overall distortion angle as a function of
the DOA (source relative range R/d=5)
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Figure 3.36 : Best case Figure 3.37 : Gverall distortion angle as a function Figure 3.38 : Best case
source viewpoint of the DOA (source relative range R/d=5) source viewpoint

Figure 3.36 shows the antenna from the source viewpoint. In this configuration, each baseline sees the

source in its Broadside or End-fire region, so that no distortion is induced. Figure 3.38 presents one of



the special DOAs for which the different distortion errors compensate each other and cause the overall
distortion angle to be null The required condition is that the baselines present revolution symmetry
around the axe connecting the antenna phase center to the source. Due to the symumetry in the anterina

geometry, the first condition is observed for six DOAs, the second for height directions.

Errors related to the observation point spreading

In addition to the distortion angles that affect each baseline, the spreading of the acoustic phase
centers (observation points) of each baseline around the antenna phase center (defined by Eq 2.31)
introduces extra localization errors. In the case of long-range sources, the DOA does not vary from
sensor to sensor. Hach baseline sees the source under the same DOA angle. To the contrary, for close
sources, the apparent DOAs differ across the antenna. As presented in Figure 3.39 in a 2D case, each
baseline apparent DOAs {DUAn, DOAy;) are veferenced to their own acoustic phase centers {O, Oq3),

which differ from the antenna phase center O.

Oy 4 Apparent

Figure 3.39 : Apparent DOA angles across the antenna

This scheme clearly shows that the order of magnitude of the errors, due to the observation points
spreading, is much more important than the baseline distortion angle. As shown in Figure 341, the
difference between the apparent DOA angles reach 5° for R/d=10.

In the same approach than for the baseline distortion angle, the DOA estimation given by the
localization module can be seen as an "average ” DOUA over the antenna. Disparities in the apparent
DOA induce localization errors. The figure connecting the middle of each baseline describes a sub-
antenna, the extension of which accounts for the disparities in the DOA. When observing the antenna
from the source viewpoint, if the sub-antenna is symmetrical around the axis OS5 {i.e. source located at
#=45° in Figure 3.40), the different apparent DOA will be compensated to deliver a correct average

value.



‘ 100 reg
[ - o0k, ¢
i Al = iw - ﬁJjE “\\
| A = 16 - 03] 20
10k
- o5
El ]
o 1
S a.5
0.2
01 o S ;
0.5 i 2 5 10 20 50
Relative range R/d
Figure 3.40 : Different DOA angles assuming Figure 3.41 : Locus of potential source location
a far source - worst case (8p=45°) corresponding to 7z assuming a close source

The global effect of both distortion angle and observation point spreading is presented as a fanction of
the DOA in the case of the four-sensor cube base antenna. The next figures present the DOA errors
and their projections into azimuth and elevation coordinates for a source relafive range R/d=5. One
best-case DOA is observed for the DOA coordinates [{180°, 35.26°) (Figure 3.44). When looking at the
antenna from this viewpoint, two revolution symmetries can be observed. Firstly, the observation sub-
antenna presents revolution symmetry around the axis source - antenna phase center and looks like a
perfect hexagon, inducing the error, due to observation point spreading, to be compensated. Secondly,

the baselines present a revolution symmetry inducing the distortion errors to compensate. The global

effect of the far-field assumption is null.

150 180 210 240
Azimuth ()

Figure 342 : Fous-sensor  Figure 3.43: Global distortion angle as a funciion of Figure 3.44 : Best case
cube base antenna and its the DOA (source relative range R/d=5) DOA {180°, 35.26°)
observation sub-anterna

Although revolution symmetry enables us to obtain the compensation of DOA errors, axial symmetry
in vertical or horizontal plan permits the errors to be compensated in respectively azimuth and

elevation as observed in Figure 345 and Figure 3.46.
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Figure 3.45 : Global distortion angle in azimuth as

Figure 3.46 : Global distortion angle in elevation
a function of the DOA (R/d=5)

as a function of the DOA (R/d=5)

The close source model offers the advantages to introduce directly the source location. Investigations
were carried out to perform acoustical triangulation in the vicinity of the antenna. By searching for the

intersection of the hyperboloids described by the different baselines, it is possible to find the 3D

source position.
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Chapter 4
Antenna design

4.1  Beamforming - DOA approaches

The antenna design includes defining the number of sensors, the inter-sensors spacing and the
geometry of the antenna. The extensive literature that can be found on the beamformer design is very
helpful in the sense that the physical approach is very similar. Although the beamforming is based on
a narrow-band approach, the rules and properties inherent in beamformers and goniometers present

similarities, as a correctly designed beamformer will perform well in a DOA application.

In that sense, the Peak-to-Floor ratio can be seen as the counterpart of the array directivity index, as it
traduces how well the process extracts the relevant information from the surrounding noise (see
Annex 7.5). The DOA resolution has to be compared to the half-power angle, as it denotes how well
the process discriminates two close contributions. The antenna design rules are derived from the
beamforming design techniques. Yet, the advantages of the spatio-temporal approach were used to
lower the frequency approach constraints. For example, the number of sensors is drastically reduced

and the Nyquist spatial condition is less restraining.

4.2  Sensor number

In Section 2.5, it was demonstrated that four sensors distributed in 3D space are required to perform a
3D localization. Extra available baselines (linearly dependant with the three first baselines) will be

used, as they enhance the localization precision. Yet, the gain in precision is obtained to the detriment
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of the complexity of the detection module. Indeed, the probability of a good recombination decreases,
as the baseline number increases. Thus, the number of baselines should be reduced to a minimum. If
different configurations are possible, the geometry properties and the comparison of the TDE

performance of each baseline should instruct the choice.

Nevertheless, other sensors can be added to increase the SNR of the cross-correlation by carrying out
coherent processing (section 2.4.3). The number of sensors is then only determined by the ratio
between the signal level and the incoherent Noise level defined in #; (Eq 2.7). In a statistical approach,

the cross-correlation SNIR gain is related to the number of baselines that can be combined
GSN,R =10-10g10(Nh) Eq 4.1

For example, the theoretical gain obtained when performing coherent processing with four baselines
(“Cubic antenna”), is equal to 6 dB. The argumentation is to define the operating SNiR to fulfill the

localization precision requirement and to deduce the baseline numbers.

4.3 Inter-sensors spacing

The determination of the antenna dimension is driven by the signal spectrum characteristics (Bf.) and
the SNR conditions. The mechanical and set-up constraints are not discussed in the section. The
logical method to sharpen cross-correlation peaks and to insure good TDE precision, is to enlarge the
inter-sensors spacing d. Yet, as the baseline length growths accordingly to the signal wavelength,

ambiguities begin to appear in the observation window.

Figure 4.1 presents the standard deviation of the TDE error as a function of the ratio B/f. and the inter-
sensor spacing, in case of a unique source and SNR = 0 dB. The graph complexity denotes the

difficulty to choose the spacing d that optimizes the localization and detection performances.

The vertical axis describes the signal spectrum properties. The maximum value corresponds to a Low-
pass signal (B=2f;), the medium values to band-pass signals and finally low ratio refers to narrow-
band signals. The horizontal axis is the inter-sensors spacing to be found. For convenience, it is

referenced to half the central wavelength.

Section 3.2, referring to the anomalies and ambiguities, has shown that the cross-correlation of a band-
pass signal presents a direct periodicity modulated by an envelope, the period of which corresponds

respectively to 1/f. and 1/B.

In a narrow-band configuration (“C” and “a,b,c¢” cross-correlations in Figure 4.1), the ratio B/f. << 1
and thus the direct periodicity is preponderant. In order to avoid ambiguities, the spatial aliasing the

Nyquist condition must be satisfied. When applying this criterion to the TDE, the condition
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guarantees that for inter-sensor spacing below the cenfral wavelength A, of the band-pass signal

3
divided by a term including the angle 4 no ambiguities will appear in the cross-correlation.
; A
@< s Eqg 4.2
1+sin(4)

The angle § is equal to 0° for Broadside direction (see Figure 3.16), and equal +90° for End-Fire
direction. Thus, End-Fire configuration is more sensitive to ambiguities, as the Nyquist frequency is
two times less than in the Broadside case. When no a priori information on the source location is

available, the condition is the most restrictive and can be written
T <l Eq 4.3

The transition zone between the tracking region (“Zone 1”7} and the ambiguities region (“Zone II”)
corresponds fo the apparition of ambiguities into the observation window (delimited by the vertical
red line at v=+400 smps). This transition is very abrupt as a wrong peal selection has a very strong

impact on the localization precision.
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Figure 4.1 : Localization and detection performances as a function of the inter-sensor spacing and the
spectrum characteristics - cross-correlations of pertinent configurations




The effect of the signal bandwidth is shown in the case of a very large inter-sensor spacing (d =10 1,/2).
The Nyquist criterion is absclutely not respected. In the narrowband configuration (“C”), the peak
picking procedure has very little chance to select the right peak (10 peaks are situated inside the
observation window). Yet, as the ratio B/f increases, the modulation period decreases, inducing the
ambiguous peak level to decrease relatively to the true peak, as observed in the cross-correlation “B”.
In a Broadband configuration, the modulation is so important that the ambiguities are drowned in the
cross-correlation noise ("A”). It is worth noting here that the Nyquist anti-aliasing condition can be
largely violated, as far as the bandwidth is wide enough. The separation between the ambiguities and
tracking region (between "C” and “B”) is less abrupt than the one observed previously (between “¢”
and “b”). This horizontal boundary (corresponding to B/ = 0.8 at SNR = 0 dB) is dependant of the

SNR. Decreasing SNR will induce the boundary to move toward the broadband configuration. The

loss of relevant information has to be compensated by larger bandwidth.
“Zone 11”7 is a low precision region and has to be avoided.

So far, the baselines were considered separately. Yet, the detection module, when recombining the
cross-correlation peaks, is capable to reject outliers. Although the ambiguities cannot be distinguished
from the true peaks when considering each TDE, the recombination criterion has demonstrated its
ability to eliminate peaks corresponding to ambiguities. In practice, the recombination criterion can
handle one or two ambiguities. Indeed, the norm cost function remains the only relevant criterion as
the energy of the outliers peaks are similar to the true peak and as the consistency delay criterion is

unhelpful to discern outliers.

In case of active goniometry, the signal bandwidth will be chosen as wide as possible to avoid
ambiguities. At the same time, large inter-sensor spacing insures high localization precision. Typically,
the baseline length will be chosen the largest possible with regard to the far-field assumption. The
accommodation between the increasing TDE performances, due to large observation window and the
decreasing localization performances due to far-field assumption, defines the best inter-sensor

spacing.

The confrontation of the configuration of the different applications undertaken and Figure 4.1
summarize the performances of the different goniometers in relation with the source to track. Table
4.1 presents the relevant characteristics of both goniometer and source. The last two colons correspond

to the extreme values plotted in Figure 4.2,

Most of the applications deal with low-pass signals. As the performances increase with respect to the
inter-sensors spacing, large antennas will be preferred. The active localization presenis the best
theoretical performances (top - right of the graph). On the opposite side, the localization of the
helicopter (narrow band signal around 17 Hz) failed when performed by the Echo Star antenna, as to

many ambiguities appeared in the obsexvation window.
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Antenna d(m) | Source B(Hz)  f.(Hz) () S

Echo Star 20-35 Avalanche 5-10 5-10 32 -64 0.5-2 0.6-22

“;f Echo Star 20-35 Helicopter 0.5 1619 17 - 19 0.02 - 0.03 21-41
% Echo Star 20-35 Com:)(’::z;d e 4 2 160 2 0.25 - 0.4
E Halﬂczbss 50 - 70 Avalanche 5-10 510 32 - 64 05-2 1.5~ 4.4
Half-cross 50 -70 Concorde 4 2 160 2 ’ 0.6-09
Tetrahedron 1 Helicopter | 150 -1k | 300 - 750 0.45 - 1.1 6.2-2 1.7 - 4.4

%Q Tetrahedron k 1’ Aircraft Tk-2k 500 -1k 0.34 - 0.68 2 3-6

3 Cube 0.25 - 0.35 Adrcraft Tk-2k 300~1k 0.34 - 0.68 2 0.7-2
Cube 0.25 - 0.35 MLS 16k 8k 0.04 2 1217
Equilateral 0.05 Chirp 10k 25-45k | 0.03-006 | 0.2-04 16-33

Table 4.1 : Model characteristics
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4.4  Antenna geometry

The determination of the antenna geometry is driven by the source - sensor configuration and, more
precisely, by the solid angle to cover: indeed, the antenna geometry has to be designed in such a way
that the DOA performances are independent of the DOA inside the operating region. The antenna
geometry takes place in the localization equation (Eq 2.39) through the inverse relative position matrix
©. Thus, the subspace defined by the sensor through ® (or D) contains the entire geometry

information.

In the case of a full 3D localization, as for the Spatial Echogram application (Section 5.4), no direction
should be privileged. This requires that the antenna spatial extension, observed from any direction, is
identical. From a mathematical point of view, the range of the singular values of © reflects the
isotropic properties of the antenna. Small disparities in singular values traduce good isotropy; large

disparities induce DOA dependent performances and privileged directions.

The commonly used estimator of the singular values disparities is the condition number defined by

i

(0)=Jo |Jo"]=|o"!

D ||=x(D) Eq 44

The perfect isotropic case is obtained for x =1. (i.e. a tetrahedral antenina with all baselines considered

- see Table 4.2 for different geometries)

The polyhedron 3-1) solids present very interesting properties in terms of spatial symmetries. The sub-
class “Platonic solids” is characterized by edges {baselines) of the same length. Sorted by increasing
vertices (sensors) number, the shapes are the Tetrahedron, the Octahedron, the Cube, the

Dodecahedron and the Icosahedron exhibiting respectively 4, 6, 8, 12 and 20 vertices.

Tetrahedron Octahedron Cube Dodecahedron Icosahedron

The spherical symmetry appears clearly in the last two shapes.
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Tetrahedral 7

Tetrahedral

4 sensors cubic base

Path:1 -2 -3-24 51
Pairs 12,23,34,41

Full path
Pairs 12,13,14,23,24,34

3 independent pairs
Pairs 21,23,24

4 sensors cubic base Echo Star Falf cross Norsonic
Full path Full path Full path
Pairs 12,13,14,23,24,34 Pairs 12,13,14,23,24,34 Pairs12,13,14,23,24,34
2 o

32

Table 4.2 : Conditioning number for different geometries

When the operating region can be restricted, the antenna geometry is adapted in such a way, that the
performance of the localization is focalized on the region to cover. The localization precision will be
enhanced by adequately orientating the antenna baselines in a Broadside configuration. The baseline
length will be enlarged with respect to the observation window reduction. Indeed, the peak-picking
scanning region is reduced from the plausible delay window (#.,x=d/C} to a smaller operating window.
The number of ambiguities decreases proportionally to the window reduction. The resulting drop in

the false alarm rate enables us to enlarge the baselines and to gain in precision

A spatial filtering action should be added when focalizing on a restricted operating window. Indeed,
in order to avoid that components coming from outside the operating window interfere with the
cross-correlation function, the antenna outpuf signals should be cleaned of these grating contributions.
The main effect of the spatial filtering is to increase the SNR. It can be performed by using directional

microphones or by sensor clustering.






5.1  Preamble

This work was carried out in very favorable conditions, in the sense that external needs had been
clearly expressed. The development of this methodological approach, that must be undertaken when
handling a new goniometry application, has largely contributed to bring the right answers and
solutions. The following sections summarize the essential of the developments that were performed,
whilst emphasizing on the specificities of each application. The chronology of the actions has been
nearly respected and corresponds to increasing frequency domains, as the first application deals with

infrasounds, the second with audio signals and the last one with ultrasounds.

5 . "
5.2 Infrasound goniometry

521 Background

At the LEMA's request, the GDA (Swiss Defense Procurement Agency) accepted fo put at our disposal
an infrasound goniometer, that was installed by the LEMA in Anzére (Central Valais) for avalanche
monitoring. Prior to the LEMA action, the GDA performed goniomeftry for very long-range

i,‘

surveillance purposes. In a second step, the LEMA has successfully recorded infrasounds produced by

snow avalanches (first observation in 1977 [97]). Then, the LEMA development focused on the

automalic moniforing of avalanche activity, with the purpose of improving forecasting and assisting

in the study of certain aspects of avalanche dynamics [1]. With the double aim of pursuing
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investigations on the mechanics of the acoustic emission from avalanches and designing an automatic
detection system, the LEMA developed specific instrumentation, the essential link of which is an array
of infrasonic microphones part of a goniometer. Systematic measurements of the infrasonic emissions
were carried out, not only of the natural and released avalanches themselves, but also of all events

with the aim of characterizing the former in relation to « infrasonic noise ». The Malf-cross antenna

(Figure 5.1 and Figure 5.2} was designed and built by the LEMA for these tasks.

Ximiw -» F
Figure 5.2 : Half-cross electrostatic

Figure 5.1 : Half-cross antenna i
measurement micrephone

Finally, an exploratory goniometer was built on the basis of homemade very low frequency
microphones (ECHO) placed in a Star-shape. It was dedicated to the study of the emission and the
propagation of the infrasounds. Both Half-cross and Star antennas (Figure 3.3 and Figure 5.4) were

developed prior to this work.

20 K[mTW -» F

Figure 5.3 : Echo Star antenna Figure 5.4 : Upper view of the Anzére Site -
Echo Star antenna (white spots)

5.2.2 F@ﬂf}gmamd

The first studies aimed to chas he specifications and performances of both antennas

Half-cross anfenna

Although the details of the algori

s

algorithms was to perform two azig



(three sensors in a triangular shape). After testing the consistency of the delays for each sub-antenna

(see section 2.6.2), the azimuth results were compared for validation.

The theoretical analysis of the Half-Cross antenna reveals that localization performances are optimal
in the azimuthal plan and that only a rough estimation of the elevation can be calculated (Best source-

antenna configuration in the azimuthal plan = End-fire configuration). The vertical wave vector
component can be calculated from the wave vector components n, and n,, by imposing the wave
vector norm to be equal to one as expressed in

n =1—(n + n ) Eq 5.1

/
As the norm criterion is used fo calculate the elevation, if cannot be used anymore to reject outliers
{(Detection module). Yet, the consistency criterion is helpful, although it does not take advantage of the
antenna geometry information. The consequence is that the false alarm rate is much more important,

since the consistency criterion is much less restrictive than the norm criterion.

The antenna Nyquist frequency, corresponding to the maximum baseline length (dis=ds=70.7m),
equals 2.25 Hz Thus, narrow band signals can be tackled without ambiguities, if their central

frequencies are beyond 2.25 Hz.

Star antenna

The algorithms that control the Star antenna, were designed following the procedure developed in this
work. The goniometry performances were determined from the confrontation of the snow avalanches
recordings and the visual and video informations that were collected by in-situ observers. These
experimental estimations of the performances corroborated the theoretical analysis (see section 3.3)
that predicted localization error in azimuth to be less than 5°. In fact, this value appears to be the best
estimation ever possible, as the avalanche width spread over hundreds of meter corresponding to

several degrees.

Furthermore, the azimuth errors are almost unrelated with the azimuth, since the conditioning
number in the horizontal plan is «=1.01. It was also found that the elevation determination was
impossible around the horizontal plan. Indeed, the global conditioning number of the Star antenna is
equal to 32, which means that the localization performances in the direction perpendicular to the best
plan containing the four microphones (roughly the horizontal plan), is 32 times worse than in the
direction taken in the plan. This implies that around elevation equal to zero, STD errors of 2° in

azimuth correspond to 5TD errors of 64° in elevation, which is not tolerable.

Worlk contributions
Several contracis financed by the GDA, the BUWAL, the Canton du Valais and the SAME Huropean
project enabled enhancements in the field of infrasound. Next table summarizes the tasks that were

tackled during this work.



s measurement campaigns of infrasonic avalanche signatures
e construction and analysis of the avalanche database (> 100 evenis)
s determination of the acoustic center of the avalanches by
Avalanche ! . . ‘ A
acbivi confrontation between acoustic goniometry and video.
activity >
monitoring o comparison of acoustic and seismic signals
¢ implantation studies of Loetschental and Zinal sites
s expert consulting for the infrasonic installation of Bonneval (F)
Propagation of | © SnoOw cover effect on infrasounds captured by buried microphones
infrasounds s wind effect on the infrasound localization (wave vector deviation)
Helicopter s . . . .
trarkiglg o feasibility study of the helicopter tracking by infrasound goniometry

Table 5.1 : Contributions brought during this work

5.2.3 Avalanche activity monitoring

Avalanche database

The characterization of an avalanche signature required four winters of recordings (1994-1998). The

database, containing more than one hundred avalanches, was analyzed in order to relate the acoustic

properties to the infrinsic avalanche characteristics, From this database, two avalanches artificially

released and recorded in Anzére, are presented in Figure 5.5. The avalanche signatures are the two

dark spread spots on the sonogram. The frequency analysis (vertical-left plot) of the avalanches

exhibits higher energy in the band below 8 Hz, and the temporal analysis (horizontal-down plot)

shows an increase of infrasound energy during the avalanches (around 30 s long). Competing sources

are the first harmonic of the helicopter (trace from =45 to 75 s) and the artificial explosions (vertical
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Figure 5.5 : Avalanches on “Lui du Sac” and “Tsarmettes” {16.2,97) ~ Vertical signatures = explosives ~

Horizontal signatures = helicopter first harmonic at 17.5 Hz.

¥



The database analysis presents a unique frequency-temporal scenario. About 10 seconds after the first
movement of the snow cover, the sensors record very low frequency components (< 4 Iz}, then
« medium » (4 - 63 Hz) and finally « high » frequencies (6.5 - 10 Hz). All along the flow, the spectrum
is wide and full. As the avalanche slows and ferminates, the acoustic energy in the high frequencies

decreases, then in the medium, and finally in the low band.

It was observed that the avalanche signatures exhibited typical acoustic behavior and could be
classified by sectors, as observed in the 5-Octave analysis presented in Figure 5.6 and Figure 5.7 The
confrontation of the acoustic analysis with the topographic informations (sector slope, length, width,
relative position of the sector to the antenna...) permitted to conclude that the central frequency of the
signature decreases when the avalanche size grows. Therefore, wide avalanches are characterized by

low central frequency (typically f. = 2.5 Hz), and the smallest by central frequencies in the 5 Hz band.

70 . . - . 70 : .
B re20uPa | 5 e (hathOSSAIE . 48 re20upa -
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50 50 e
40 |
30 -
26
. . - ; 19
Bs 1 2 4 8 16 315 0.5 f
Figure 5.6 : Y4-octave analysis of avalanches released Figure 5.7 : Yi-octave analysis of avalanches released
on the sector “Chamaossaire” on the sectors “Lutonie”, “Mourty” and “La Sionmne”

The study of the infrasound propagation has demonstrated that the specificity of each sector in terms
of topography, range and percentage of direct view, implies a very local interpretation. For example,
the size of avalanche can only be related to the acoustic emission, after carrying out a learning stage. A
first winter is therefore necessary to collect information and to introduce the specificity of the site in

the process.

The confrontation of the videos and the recorded levels showed that the factors supporting the
generation of infrasound, are the speed of the front (which increases abruptly when the avalanche
jumps bars of rocks) and the size of the front (estimated by the product of its width and its height).

Detection is penalized when the corridors show the following characteristics: concave profiles (strong

slope at the beginning, decre ively) and heavy snows (spring avalanches). On the other

15iNg progre
hand, the conditions of detection are favorable in the event of continuous stiff slopes, of corridors

intersected with rock bars and strong snowing up (slopes charged).

The localization of the avalanches presented in Figure 5.5 is shown below.
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Figure 5.8 : Goniometry in the azimuthal plan of the avalanches

on “Tsarmettes” and “Lui du Sac” (16.2.97)

Handling a new sife

200

This analysis work concluded the prototyping step and the Anzére campaign. The validation step

implied to choose a new site. Up to now, two candidate sites were studied: Loetschental and Zinal.

The representation of the sectors to cover gives quick indications on the potential goniometer

locations. Figure 5.9 presents the 3D topographical data of Zinal (VS-CH).
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Figure 5.9 : Zinal topographical dataset
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From the 30 map obtained at the Swiss Pederal Office of Topography ("OFT”), the sectors can be

delimited in latitude, longitude and altitude. Then, the location of the antenna installation is chosen in

such a way that the goniometer can easily discriminate the sectors in azimuth. A central position

o
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would be the optimum place to separate the sectors in azimuth, Others considerations are, among
i i I o]

others, the exposition to wind, the radio cover, the power supply, the accessibility.
lable 5.2 presents, for the potential site “lLa Tsarmette”, the topographical dataset of the sectors

o

referenced to the antenna.

Sector Arimuth EBlevation | Siope Al drop ‘ Length 2y
/
4194 670 5370 | 14° > -30° | 350 100m | 2000 m /
o] M9 e | e 00 |3 500 m 800 m ———— sy deposlind srow
b1 starter . “‘%“; ) . dapit hy
. 1 wmvas
1% 4196 | 7o 700 | 130 . 330 1 350 1100 m 2000 m ‘ al ez
7 e Fods e
T IR S R E RNl B P 500 m 800 m .
starter B,
4238 | 310°->8° | 10°.5-23° | 34° 700 m 1600 m
= | 197 | 80° . 110° | 16° 5 26 | 310 1500m | 2900 m Adzptod lrom
5 ) 1 Heplinger (1983
K51 4198 | 95° - 1350 | 18° 200 | 280 1600 m 3400
Table 5.2 : Topographical dataset of the site Zinal for Figure 5.10 : Avalanche modeling [5] and
the candidate installation location “La Tsarmette” approximate location of the acoustic center

Acoustic center localization

The goniometer has also been useful to progress in the understanding of the acoustic emission
process. The acoustic center location was estimated by confronting the acoustic goniomelry fo the
video. It appears that the center of the infrasound emission was located in the area corresponding to
the penetration of the dense flow into the lower density region (Figure 5.10). Located a few tens of
meters behind the front of the avalanche, this area brings into play significant masses of snow and

creates zones of overpressure and depression, liable of the infrasound.

Comparison acoustic - seismic
During a joined artificial release campaign, regrouping the partners of the European project SAME

(" Avalanche Mapping, model validation and warning system”), the acoustic signatures of avalanches were

compared to the 3D seismic measurements (along the three axis {INS,EW,Z}.

Acoustic and  seismic waveforms are very

similar. The spectrum comparison reveals

identical frequency components. Meanwhile, the

seismic signals are far richer. For example, the

seismic excitation is still observable up t 30 s

after the end of the avalanche. The complexity of

P

the seismic propagaftion (body waves: P-waves,

R B T ) e . . .
0 50 100 150 2000 Sewaves, surface waves: love wave, Rayleigh
Time (5)
. . e, . . wave) implies to process signals with extreme
Figure 511 : Seismic - Acoustic avalanches / E : &
signatures Tsarmettes - Lui du Sac (16.2.97} care, The seismic approach is dealt in [87].
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524 Infrasound Monitoring

o

Due to very low atmosphere absorption and infrasonic ducts, the infrasounds have the properties to

propagate over thousands of kilometers. So, an array of goniometers allows the surveillance over wide

areas of the infrasound activity, like for example nuclear tests. The Comprehensive Test Ban Treaty

(CTBT-1996, see [104]) has required installing a worldwide cover in order to insure the treaty to be

respected.
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Figure 5.12 : Triangulation of the Concorde by joined
measurements in Anzére (CH)- Lysksele (5) [57]

Another  application  of  the  infrasound
goniometry is the surveillance of supersonic
flights. Hven if this task was not a project as so,
the supersonic flights were in a first approach
confounded with avalanche signatures. Indeed, it
was found that every day between 17h45 and
19h00, a persistent signal was located around the
azimuth 300°. Investigations has shown that
during its way down to Paris and London airport,
the Concorde aircraft was generating a strong

infrasound (Figure 512 and Figure 5.13).
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5.3  Goniometry for outdoor ac
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5.3.1 Problem definition and backg:

e solution of outdoor active noise confrol

in order to reduce the nuisances in the vicinity of atrpork
was tackled (Buropean Project BE Silence Light). Generated by a loudspeaker array, the adequate anti-
noise is steered so as to “cancel” the airplane noise in a delimited volume {(“"Zone to protect” in Figure
5.14). The goniometry is absolutely necessary to determine the direction in which the anti-noise has to
be focused. This new goniometry application does not imply to localize the airplane (which if
necessary can be obtained by radar or GPS), but to determine the Direction of Arrival and more

precisely the Direction of Departure (DOD) of the direct wave at the point of the anti-noise sources.

This function should not be disturbed by other

contributions, such as the ground reflections, ant-

noise or other noise sources in the environment. The

/ admissible  degree of uncertainty on the
Goniometer /’
o / determination of the wave vector was set to a tenth
Reflection /
/ of a degree and the refreshing rate was set to 5 ms.
petve The dimension of the anti-noise mast imposes the
I

acceptable observation time for the goniometry,

Zone to since the anti-noise has to be generated just as the

protect

sound propagates thought the loudspeaker array.

The entire goniometry process should not exceed 15

Figure 5.14 : Anti-noise experiment

propagation model ms (5 m of propagation).

Following the requirements of the project coordinator, a tetrahedral geometry, coupled with the

Classical Cross-correlation time delay estimator was proposed (Figure 5.15).

Figure 5.15 : Tetrahedral antenna made of four outdoor electrostatic measurement
microphones - Inter-sensor spacing d = Tm



5.3.2 Foreground

Algorithm design

On the basis of the preliminary work, the algorithm was developed to fulfill the requested functions.
For example, the observation time was doubled to approach the aimed precision. The detection
module was designed to handle multiple sources and to reject outliers. The TDF was enhanced to the
generalized method, to offer better performances in noisy condition. Finally, the cubic antenna

(section 5.4) was designed to overcome the incoherent noise present in the outdoor condition.

Validation

After the validation of the new algorithms by simulation and anechoic chamber tests, the goniometry
was experimented on the occasion of a helicopter flight. The helicopter location was calculated by a
differential GPS, the precision of which reaches the meter. The experimental conditions were good, i.e.

no wind, low ambient noise and helicopter in direct view.

The recording, whose frequency-temporal representation is presented in Figure 5.16, was collected
during a one-way travel over the antenna. The spectrum reveals that frequency components can be
observed up to 3 kHz, but that most of the energy is located below 500 Hz, where harmonic
components clearly emerge from the wide band contribution. The tonals are attributed to the propeller
blade rotation (main propeller: fundamental component at f; = 17 Hz + harmonics; rear propeller: f; =
130 Hz + harmonics). The turbine and nozzle produce the wide band noise. The comb filter effect that
can be observed on sonogram (f = 60 - 80s) is imputed to the ground reflection (destructive
summation with the direct component). Indeed, it is found that the distance, between two successive
frequency zeros, equals 170 Hz when the helicopter is in verfical position (£=80s5). This value
corresponds to a difference of propagation path of Zm, which is the expected result. When the

helicopter moves away, the path difference increases, as well as the inter-zeros distance.
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Figure 5.16 : Helicopter emission characterization

77



T'he experiment has validated the algorithms. The performance determination exhibits good detection
probability, up to 90%, with errors on azimuth and elevation below 2.5° Furthermore, the ground
reflection was clearly detected (bunker roof recovered by 5 cm of snow). The goniometer tracked the
helicopter up to 3 km range, corresponding to an SNR value below 0 dB.

>

In Figure 5.17, the acoustic measurements were superposed to the GPS information. As the graphic do

not call in the time dimension, the superposition is immediate. Yet, the acoustic and GPS information

that coincide on the plot do not occur at the same time, since the goniometry estimates the incident
wave vector at the antenna and the GPS gives the helicopter position. Up to 10 seconds separates the

two measurements.
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Figure 5.17 : Helicopter goniometry - Acoustic = black point markers, GPS = line

Experimentation on the site of St-Exupery

[n order to integrate the goniometry in the outdoor active noise experiment, the project partner
involved in the elecironic design, implemented an alleviated version of the algorithms to perform the
goniometry in real-time. The time constraint required optimizing the goniometry algorithms by
eliminating the useless units. For example, the detection module was not considered, so that the
goniometer always tracked the most powerful source. The validation of the DSP implementation

ure 5.18).

securred at the occasion of joined tests in anechoic chamber (1

o
4
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noise with the Tetrahedral {Anecheic chamber) — Left, Post-processing atlab}) ~ Right, Real-time process (DSP)
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real-time goniometry exhibits a bit less

Althoueh the performance disparities are acceptable, the
rgt,& £ Iy

precision and resolution. The precision, traduced by the STD of the DOA, has doubled. This can be
imputed to the acquisition electronic high quality measurement alimentation, amplification and
acquisition in the case of the rost-processed goniometry and homemade electronic for the real-time
process. The resolution decrease is simply due to the fact that the cross-correlation is not interpolated
in the real-time algorithm (for CPU reasons). Nevertheless, as the STD of the DOA is beyond the

resolution, there is no need to increase it for the time being. Finally, the electronic was then installed in

the experimental site of St-Exupery.

The aircraft signature presented below was recorded during a preliminary acquisition campaign.
From the different noise sources, the fan noise (harmonic) and jet noise (broad-band) are
preponderant, respectively, when the plane is coming in direction of the antenna and when it is going
away. Very strong components are present below 500 Hz but coherent energy is observable up to the

5 kiHz frequency band.
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Figure 5.19 : Civil aircraft taliing-off (Lyon - St-Exupery ~ June 1997}

In-situ  experiments, performed with the DSP-implemented algorithm, exhibit satisfying
performances. Yet, the system appears to be highly influenced by the wind induced noise. The Cube
thus replaced the tetrahedral in order to reduce the wind effect by coherent processing. Figure 5.20
presents the localization results of a Mirage military aircraft, carried out in the St-Exupery site in
windy conditions (estimated to 20 km/h). The azimuth and elevation are referenced o the antenna,

but does not correspond fo the classical terrestrial coordinates, since the antenna was attached to the

anfi-noise pylon.
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Figure 5.20 : Mirage 2000 goniometry {Lyon ~ St-Exupery - june 2000}

5.3.3 Signal extraction by spatial filtering

The goniometry provides the direction in which the secondary noise has to be emitted. Another need
p )

is to capture the aircraft signal, in order to build up the anti-noise. Although this step diverges from

the goniometry, the combined action goniometry-extraction can be handled by a unique array of
g g 3 ¥

microphones performing DOA and beamforming in a mixed process. The following antenna is

roposed to perform both tasks. Concerning the beamforming properties, the frequency band of best
A g prop {

performances covers three octave bands (from 200 Hz to 1.6 kHz). The “Spider” antenna presented in

next figures is made of three concentric pentagons (sub-arrays).
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Figure 5.21 : Three octaves Spider Antenina

Their disposition was chosen in such a way that the baseline lengths double when changing of sub-
array. The smallest sub-array resolves the ambiguity inconveniences, whereas the largest bring the
precision. In addition, the sub-arrays are shifted to add the depth dimension to the antenna.
Geometrical progression has also been respected. The next figures show the 2-I0 and 3-I) divectivity

for relevant frequencies and focalization directions. The working DOA range was set o

le defined by azimuth and elevation from -45° to 45° (correspond to 1/8 of the
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Figure 5.22 : Spider array response for the Figure 5.23 : Spider array response for the
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Figure 5.24 : 2D (Left) - 3D {right} Spider array response for the focalization direction [Azi=180°, Fle= (°} ~
Broad band signal {fniw= 200Hz, £2= 1600 Hz}

The rear contribution (direction given Azimuth = 0°, Elevation = 0°) is at least 20dB below the energy
observed in the focalization direction. This property is primordial to avoid the direct contribution to
be polluted by the reflections and anti-noises.

The antenna, spreading in both xy directions, ensures a thin pencil (half-power angles ¢z and G4z
closed to 20°) and the antenna depth (z-axis) increases the rear-side rejection. This is traduced by

directivity index beyond 10 dB.

gy = 177 gy = 20° (dB)



5.4  Spatial Echogram

541 Problem definition

In the field of concert hall or auditorium acoustics, the echogram is an essential tool. Unfortunately,
the classical echogram, which represents the amplitudes and arrival times of the sound rays, do not
bring any information on the spatial distribution of these contributions. A new system was designed
to make up for this lacuna, by localizing the direct and indirect rays. The “spatial echogram” will give

information on the surfaces involved and on the reflection amplitudes.

5.4.2 Solution proposed

Antenna

The localization of the helicopter, performed with the Tetrahedral, demonstrated that the reflections as
well as the direct contribution could be located. A first measurements campaign in the auditorium
Stravinsky (Montreux - CH) showed that the Tetrahedral was not appropriated for indoor
experiments, as the far-field assumption introduced large errors (due to observation point spreading -

section 3.3.6). The cubic antenna (Figure 5.25) was designed to palliate this default.

Zemll-» H

Xlem] W -» E

Figure 5.25 : Cubic antenna with 25¢m edges made up of § omnidirectional
electret microphones situated at the apex

The goniometry of the incident waves is carried out by estimating the time delay along the four
[ S / & i

diagonals of the cube {717, ns ms ms), so that the acoustic centers of the baselines are confounded and

the errors due to far-field assumption are reduced to the distortion angle (less than 0.1°).

Active spatial echogram

sted. Controlling the source (loudspeaker) enables to

In a first approach, the active goniomelry was

slace the soniometer in its best configuration. Thus, in parallel to the goniometry, the classical
h [wl [ EJ < y)



echogram is calculated for two microphones of the antenna (Figure 5.27 - upper graph). It can be

ted by the source with the recorded signals at the two

obtained by cross-correlating the signal genes
sensors. A peak-picking algorithm selects the peaks of most energy for each response. The Echogram
peak sets are then mixed, in order to make the relative delays, closed to those found in the localization

module, appear.
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Figure 5.26 : Direct wave, reflections model Figure 5.27 : Echogram and Localization module

contributions identification

As shown in Figure 5.27 (sensors-pair 12), the algorithm associates the time differences of propagation
sets, issued from the Echogram module, to the relative delays sets, issued from the Localization
module. The association of Echogram sets Ap and Localization sets 72 is obtained by minimizing the

distance criterion expressed by

[, =min(ro[i]-Aulf]) =1,

iy
- !
[ T R L
Ty =T, T, =T 4.1y i Fq5.2
2 R 2
Ay = Ty =TTy — s |
M 1 Ny N
[2\ "z_wf:z% i &J

where [ ]] is the index set of associated difference of propagation time and TDE, N, is the a priori

number of sources (and image sources) in presence, mfi] is the TDE corresponding the i cross-
correlafion peak {sorted by amplitude) of the sensor pair 12 and A;;[j] is the /% component of the vector
composed of the difference of propagation time from the source to the microphone 2 {n) and to the

microphone 1 (#).
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Figure 5.28 : Echogram and Localization matching results

The test presented took place in the Stravinsky Auditorium in Montreux. The goal was to localize
early reflections (first 30 ms) coming from the orchestra reflectors (Figure 5.30). The trial involved a
source piloted by PC (signal generator) and the cubic-shaped array. The source (5" loudspeaker) is
situated backstage on a chair 50cm high and the antenna at the conductor's location, 9m away from the
source and Im up from the floor. The antenna is facing the source in such a way that the direct
contribution is expected at roughly Azimuth 0°. The source - antenna pair is aligned to the central
reflector below it. Two extra vertical panels, disposed between the source and the antenna, allow
additional localization attempts without the masking effect of the direct component and without

disturbing other reflected contributions.

The first tests session, without vertical panels, allowed validation and localization precision estimation
to be made. The classical Echogram (Figure 528 - Left) clearly exhibits the direct contribution followed
by three major reflections. The localization results are shown on the 3D-polar plot (Figure 5.28). The
matching between the two approaches brings the spatial dimension to the classical temporal
echogram. The total observation time was set to 5s; the acquisition length of each frame was fixed to

1024 samples and the p coefficient to 0.8. The matching results are summarized in Table 5.3

Contributions | Localization Azimuth Elevation
Direct estimated precision of T or 2 degrees I -47
k=0 Very early reflection to a floor reflection [ -13°
=] Reflection to the central reflector 1°, 47°
fe=2 Reflection to both adjacent reflectors {3290, 327 1 52°
L Reflection to a second reflection central reflector- | 15
fes=3 ) 48
tloor
k=4 lateral rear wall panels 34° -4°
third order reflections source - cenfral reflector - ) 8o
- &N
floor ~ central reflector - anterna

Table 5.3 : Confributions identified by spatio-temporal matching



The second test session, with vertical panels hiding the source, enables more reflections to be localized

(k= {4,5)).

Figure 5.29: 3D view of the Cubic antenna Figure 5.30 : Orchestra sound reflectors (Stravinsky
(homemade realization) Auditorium ~ Montreux)

During these tests, the modified CPSP has demonstrated its potential to deal with a reverberant
environment. Actually, the p coefficient allows an optimal adaptation of the Time Delay Estimation to
the acoustical characteristic of the Auditorium. The spatial echogram, concatenation of the localization
module brought about by the antenna and the echogram module, corresponds to expectations. The
direct contribution and five reflections were identified. In particular, the localization enables us to
attribute the second reflection peaks (k=2) of the echogram to two separate confributions arriving
simultaneously at the antenna due to the symumetric disposition of the reflectors. Hxtra reflections

were observed by hiding the source behind panels, increasing the total observed reflections to seven

¥

contributions.

Passive spatial echogram

The next step is to do without the active loudspeaker. For example, performing the spatial echogram
of an instrument (string, percussion, wind) is a goniometry challenge and is completely new. Indeed,
the inherent characteristic of the instrument changes in terms of spectral properties (timbre) and in
terms of spatial properties (directivity) according to the note played. The passive spatial echogram

would be fundamental for studying the instruments in their concert configuration (musician and hall).

Preliminary tests were carried out with a saxophone in anechoic chamber, in order fo figure out the

spectrum richness and to conclude on the feasibility of the goniometry. The Figure 5.31 presents the

of the cubic antenna (inter-spacing d = 35 cm). The cross-spectrum amplitude (Upper - Right) reveals

that most energy is below 1 kHz but that components can be found up to 6 kHz. The phase of the

cross-power spectrum (Below - Right) presents good linearity up to 5 kHz, which is relevant of good



-defined TDE narrow peak, without any

SNR. All these advantageous conditions result in a

ambiguities (Low - Left figure).
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Figure 5.31 : Saxophone {Anechoic chamber test]

The corresponding DOA angle equals -54° and the cross-correlation PFR is 10 dB. These results are
encouraging for future works. Yef, the difficulty must not be under evaluated. The disparities in the
acoustic properties in relation to the note played, as well as to the instruments type, have to be tackled
carefully. This first test was an easy case. Indeed, the fundamental is below the baseline Nyquist
frequency, the harmonics spreads largely over the spectrum, the SNR is excellent and the acoustic
source is unique (restricted to the bell for this tone as all holes are filled). The study of the harmonic
richness in relation to the instrument types, as well as the study of multi-source instruments, would

deserve works in themselves.
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5.5  Underwater ultrasound localization

5.5.1 Problem definition

Within the framework of UDICOS (European Craft Project), an ultrasound goniometer was designed
in order to help the divers either to locate the other divers or to find back their boat. The concept
consists of an acoustic emitter placed under the boat or the diver and a reception unit (attached to the
diver's wrist), acting as an acoustic compass (Figure 5.32). So, each diver has his own receptor
composed of a hydrophone antenna connected to a process unit, which shows the goniometry result

to the display.

The goniometry requirements are to achieve the DOA estimation in the azimuth plan with a precision
of + 225°, so as to divide the compass in 8 sectors. The good detection probability must be beyond
80% and the false alarm rate below 10%. The refreshing rate must be sufficient to avoid the diver to

wait and had been set to 3 updates per second.
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Figure 5.32 : Emission- reception model of the diver orientation system

552 Foreground

Preliminary work demonstrated that the frequency band from 20 to 50 kHz was a good compromise

in term of fransmission and background noise inside the divers evolution volume.




The design study concludes that the antenna extension should be comprised between 3 and 6 cm: the
performance constraint requires that the inter-spacing is beyond 3 c¢m, and at the same time, antenna
extension exceeding 6 cm would disturb the diver. The geometry was restricted to the minimum: three

sensors in the azimuthal plan located at the apex of an equilateral triangle (Figure 5.33). The next table

summarizes the choices and requirements for the sensors and the electronic.

Geometry 3_transducers in an equilateral shaped triangular, 3-6 cm
side length
Antenna
BW : 20 kHz — 50 kHz, omnidirectional with linear phase in
Transducers
BW
TDE Generalized method : Phase coherence algorithm
Algorithm
Detection Consistency test to eliminate the outliers
Acquisition Converters (8 bits, 100 kHz sampling rate)
Bloc Diagram Processors 40 MHz DSP
Displav device 8 azimuth directions discrimination, inside mask led
play display, refresh rate of 3 Hz
MAIN RESULT
Emitter Characteristics | Omnidirectional, L1=100 dB relpPa, BW 20 kHz -50 kHz
Signal emitted | Type MLS salves

Table 5.4 : Goniometer design conclusions

After being validated by simulations, a first in-situ validation test took place in the Lake of Geneva.
The emitter was placed 10 m below the prow of the boat and the antenna at the rear. The data were
stored on diskette (recording by a digital multichannel oscilloscope), and then post-processed under
Matlab. From the different campaigns that were carried out, the August 4 2000 tests made it possible

to validate the goniometry for a sinusoidal salvo (=20 kHxz).
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Chapter 6
Conclusions and perspectives

During this work, the goniometry has demonstrated on several occasions that it was an essential tool
to solve the different problems encountered. Thus, the main goal of this research has been to design
goniometers for a wide range of applications. Their operational contexts presented a large variety of
emission properties (signal frequency, bandwidth, stationary properties), of configurations (far-field
<> close range), source types (stationary <> moving, spread «> localized), source number (competitive

sources, image sources) and environmental conditions (altitude, temperature, wind, noise).

The successive implementations were designed around a common framework, based on a two-step
spatio-temporal process. The temporal step tackles the problem of the Time Delay Estimation along
the antenna baselines, whereas the second step introduces the antenna geometry, in order to estimate
the Direction of Arrival per se. The multi-sources case, as well as the outlier’s rejection, is assured by a
detection module, which uses the temporal and spatial properties of the propagation model. The
performances of the TDE and the localization were then studied as a function of every relevant
parameter, in order to determine the optimal antenna to run the two-step process. The antenna design

rules concern its geometry, its size and its orientation.

The applications presented give a realistic idea of the goniometry capacities. Its performances are
largely competitive to those of other techniques. Up to now, the goniometry developed during this
work, fulfilled all prior requirements. Moreover, the goniometry appeared to be, in many cases, in
advance with regards to technological tools such as the sound pick-up, the CPU implementation or
installation constraints. For example, the positioning of the infrasound microphones for the avalanche
mapping has not yet been solved: burying the sensors under the snow cover introduced uncontrolled

propagation delays and infrasonic outdoor pick-up systems are polluted by wind noise. Therefore,
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electro-acoustic researches have been undertaken by the LEMA to make up for this lacuna. In the
application of the active outdoor noise control, the processing time constraints related to the physical

reality of the experiment, forced the algorithms to be reduced to their minimal version.

However, future works can be undertaken to enhance this two-step localization method. Indeed, the
resolution of the second order time delay estimator is limited to 1/B. If the distance between the
sources or the path difference is so small that the time delays induced at a sensor pair is below 1/B,
super-resolution techniques have to be considered, for example the temporal MUSIC algorithm. The
price to be paid will be additional CPU load and a longer observation time. Concerning the case of
highly reverberant rooms, the numerous replicas of the signals would make it worth considering MFA
(Matched Field Array) processing, which takes advantage of the high correlation between the

contributions (see Rabinkin [82]).

The second way to enhance the goniometry entails better knowledge of the propagation properties.
The propagation phenomena affecting the goniometry such as the wave vector deviation, the
diffraction effects or the reflections, would deserve specific work. This would enable us, either to
develop a calibration procedure, or to determine the optimal configuration and design in order to free

the goniometry from these phenomena.

It is worth noting here that the systems in competition with the goniometer are submitted to the same
difficulties. Yet, the goniometry presents the advantages of using antennas with few sensors and small

extensions.

The advice that could be given when handling goniometry problems would concern the spatio-
temporal scales. The visualization of both spatial and temporal properties of the propagating waves
and their comparison to those of the goniometer, are indeed fundamental when tackling antenna
design. The signal central wavelength, the source spreading and range should always be compared to
the baseline lengths and antenna extension. The period of the central frequency, the inverse
bandwidth, the stationary properties of the emission have to be related to the observation time. This
should help finding a good compromise between the search, on one hand for precision and resolution
by designing large baselines and, on the other hand for unambiguous localization, which requires a
condensed spatial sampling. The geometry influence is perhaps the most difficult to handle. It should
be kept in mind that the relevant information for the localization is extracted from the projections of
the incoming wave vector on each baseline. In relation with the a priori information on the source
location, every potential DOAs should be tested in terms of spatial distribution of the projection inside
the antenna. The antenna should be oriented in order to present the maximum extension to the sector

to cover, as the baselines present higher performances in the Broadside directions.

The propagation phenomena should be visualized at the scale of the antenna. A perturbating

phenomenon should always be handled as the superposition of a steady component, which is
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homogenous with respect to the antenna and of very local components affecting each sensor
differently. Whereas the local perturbations deteriorate the localization performance, the steady
perturbations do not affect it but deliver in fine an apparent DOA, which can be very far from the

source direction.

Although it is difficult to list all the potential applications, it is possible to say that every DOA
application can be solved by this approach. The question is then “Considering the operational context of
my application, does the effort required to achieve the performances justify the use of this two-step goniometry
more than another technigue ?” This work has demonstrated that the best results were obtained for the
goniometry of a unique stationary localized source, generating broadband low pass signals in a
homogenous medium, without wind and noise. To conclude, it is important to keep in mind that a
judicious use of the goniometry requires the user to balance the operational conditions with the

performances to achieve.
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Chapter 7
Annex

/.1 CRLB

The Cramer-Rao Lower Bound defines the best performance that can be achieved. Concerning the

TDE, the CRLB is the lower bound of the TDE error variance.

Under the assumptions that the noise are Gaussian, stationary and mutually uncorrelated, that both
signal and noise present a flat spectrum inside the bandwidth and that the observation time is

sufficient to respect BT > 100, the CRLB is given by the following formula [74].

Baseband signal
SNR << 1 SNR >>1
2 3 1 1 ) 3 1 1
Ocpip = —" TR Ocrig = 75" "3
87" SNR;, BT 4r” SNR,, BT

where B is the bandwidth, T is the observation time. The SNRs is defined as a function of the SNR at

each sensor

_ SNR,-SNR,
"™ 1+ SNR, +SNR,

If the acoustic conditions are homogenous inside the antenna SNR; = SNR; and the relation becomes

_(SVRY
142 SNR
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Bandpass signal
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where fuin and fux are the cut-off frequencies and f. is the central frequency of the spectrum of

bandwidth B.

In many case, the modelization of the signal by a flat top band-pass signal is too restrictive. In [74],
Quazi has calculated the CRLB for signal and noise, the spectra of which present a fall-off behavior.

/.2  CPE (lannielo)

The correlator performance estimator provides performance prediction for the cross-correlation, in
presence of large estimation errors or ambiguous, or anomalous estimates. The hypotheses are the
same as those for the CRLB calculation. The calculation are done under the assumptions that the noise
are Gaussian, stationary and mutually uncorrelated, that both signal and noise present a flat spectrum
inside the bandwidth and that the observation time is sufficient to respect BT > 100. Finally, the

ambiguous estimates have to be uniformly distributed across the correlation window [T, Tp].

The CPE yields to the following estimate of the variance on the TDE error

2
O cpr :—32"’*" (I”P)O%RLB
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T 1
M=2=2 ; B=2B; T =—
T, 2B
P is the probability of wrong detection (ambiguities or anomalies), ¢ris the post-integration SNR, Bis a

scaling factor (1 - 1.41), M is the number of independent values of the cross-correlation, T. is the

correlation time of the signal, and B; the statistical bandwidth.

7.3 Norm criterion in spatial domain

The norm criterion expressed the distance between the measurements and the optimal case.
Considering that the measured delay set was identified without any ambiguity, the measured wave

vector is given in section 2.5.2 by

:C-@‘fmedé' Eq 7'1

nm eas

The index (Jnes refers to measured values (noise contaminated). The norm criterion is thus expressed

by

n

meas

g, =|

_1[ Eq7.2

The closest optimal wave vector, that satisfies the norm criterion, is obtained by normalizing the

measured wave vector by its norm. The correspondent closest optimal set of delays is given by

-

n

fopt = c—l -D- ﬁopt with ﬁopt = _.meas Eq 7.3

nmeas

where the index ()i refers to the closest optimal values, according to the norm criterion. The time

domain counterpart of Eq 2.39 is given by

Eq74

Tmeas

Jﬁ = l “nmeas

-1 o I

- Topt

Finally, the multiplication of the time domain, equivalent by the speed of sound, translates the norm

criterion into a spatial distance that can be compared to the antenna extension.
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7.4 Speed of sound influence on 3D - DOA

The following calculation demonstrates that errors on the estimation of the speed of sound do not
have any influence on the estimation of the DOA azimuth Az. The azimuth is related to the wave
vector throught

/4 n,
Az = 3 tan™' (—Lj Eq7.5
n

py
Therefore, considering small errors der around the nominal value @, we can build the relation between
the azimuth errors and the wave vector errors by derivating the azimuth

O0Az 1 1
=- (D=
n,
I+ —
n,\‘

]
n, n,

The estimation error on the azimuth is given by

oy o i

n, n, n,
n, Eq 7.6

nn on non, —n.on.
5AZ— Xty [ )’_5’1)5}: X v v X

2 2
n,+n,

n n

¥ x
The wave vector component are related to the speed of sound throught the relation
n=c-DT, D= D™

which can be written in the parametric form

N
n,=c- Z De, " T,
n=1
As the inverse sensor matrix position and the TDE estimation are unrelated to the speed of sound, the
wave vector errors is simply equal to

N
Sn,=8c-) @, 1, =5c-S,

n=}l

Introducing this relation in equation Eq 7.6 results in

oc oc
5o CSi0cS, ¢S, -be-S, SXS),(_C___C_)
z = cz.(Sf+Sf-) N (554,5‘5)

which means that for any value of ¢ and &, the induced error on the azimuth is null.
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7.5 Array performance indexes [4
Half-power angle

The performance of a beamforming array can be quantified by the pick-up angle at - 3 dB (s ),
which represents the width of the main lobe of the directivity pattern, 3 dB below the maximum level
of the lobe. Figure 7.2 represents a polar view of the directivity pattern, for a Broadside array
composed of 5 microphones equally spaced (d=10 cm), in the [1 kHz-2 kHz]| frequency band, where

the beamforming direction is marked out by the angles ¢ = 73°.

x |
: ¢ i
. : \x
180 | : ‘ Lol b Iy
1 a7 65 025 0 425 05 075 1
Figare 7.1 : Four octave bands beamformer Figure 7.2 : Polar view of the divectivity pattern in the
13 microphones nested array [106] horizontal plane of a Broadside array with 5 microphones

Directivity Index

The directivity index enables the energy received from a given direction to be compared to the overall
energy. This characteristic, applied to a microphone array, enables to quantify the capacity of an array
to pick up the energy, in a favored direction, while rejecting the energy stemming from the other
directions. The directivity factor Di is equal to the ratio of its radiation intensity, in the beamforming
direction over that of an isotropic source. The numerical approximation is obtained performing a

double summation over small surface elements ( /N - 24/M .

AnF 6,4,
Di = - . :/T_v ( (;s§/)<,> _ DI =10log,, Di Eq7.7
727 S5 S (g6, )sin(6) M
T M T:J( P L k

where the focalization direction is defined by the polar angles (&, do), I is the directivity function, N

and M are the number of uniform divisions in respectively azimuth and elevation.

The directivity index DI corresponds to the directivity factor expressed in dB.
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Abbreviations and symbols

Signal amplitude

Signal bandwidth

Speed of sound

Inter-element spacing

Sensor relative location matrix

Directivity factor

Directivity index (dB)

Inverse sensor relative location matrix

Temporal frequency

Central frequency of a band-pass signal

Low cut-off frequency

Low cut-off frequency

frequency sampling

Power Spectrum Density (PSD) of the signal xi(t)
Cross-Power Spectrum Density of the signal xi(t) and x:(t) (CSD)
Sample index in discrete Time domain

Samples number per observation window

Wave vector

Sensor index

Baseline index

Frame index

Antenna sensor number

Number of baselines

Number of sources in presence

Number of frames

Normalized wave vector

Acoustic pressure

Range from the source to the sound pick up system
Cross-correlation function of signal 1 and 2 calculated at the delay t
Source signal (time domain)

Strouhal number

,.,
o
Q.
\

T

-
Y}

V2



T Observation time

Em Sensors spatial position vector (origin= antenna phase center)
&s Source spatial position vector (origin= antenna phase center)
x1(t) Signal recorded by microphone 1 (time domain)
Xi(f) Fourier transform (Frequency domain) of xi(t)
6,9 3D polar angle

0.3a8 Half-power angle

A Wavelength

Ac Central wavelength of a band-pass signal

Ya2f) Complex coherence function

K Condition number

o Windscreen diameter

p Coefficient

) Pulsation

o Time Difference of Arrival between sensors 1 and 2
Ts1 Propagation time from the source to the sensor 1
T2 Time difference of arrival from sensor 1 to sensor 2
() Complex conjugate

() Transpose

(OHH Hermitian = complex conjugate of the transpose
) Estimation

| ] Absolute vatue

® Convolution operator

E[.] Expectation

o? Variance of a random variable

(o Nominal value

(Dapp Apparent value

ABBREVIATION

CPE Correlator Performance Estimate

CRLB Cramér-Rao Lower Bound

CPsp Cross Power Spectrum Phase

CsD Cross Power Spectrum Density

DOA Direction of Arrival

FIR Finite Impulse Response

LMS Least Mean Square

MSC Magnitude Squared Coherence

PSD Power Spectrum Density

SNR Signal to Noise ratio

STD Standard Deviation

TDE Time Delay Estimation

TDOA Time Difference Of Arrival

ULA Uniform Linear Array
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